Influence of institutional quality, foreign direct investment and international trade on tourism inflow, South Africa

Orientation: The South African Tourism Act of 2014 on improving the level of tourist attraction for sustainable development in South Africa has been promulgated to ensure quality tourism products and improve the growth and development of the tourism sector and ensure sustainable revenue generation.

Research purpose: This article investigates the dynamic impact of institutional quality, foreign direct investment and international trade on tourism inflows in South Africa from 1996 to 2019.

Motivation for the study: The study examines the impact of institutional quality, foreign direct investment and international trade on tourism inflow in South Africa. Investigations on the relationship between institutional quality and tourism are limited and filled with disparities. The study also adopted different measures to view institutional quality. South Africa is to benefit from this empirical investigation.

Research design, approach and method: World Bank Indicators were used as the main data source. Variables used for the analysis of the multivariate framework include international tourism receipts as a percentage of total exports, foreign direct investment, as a percentage of GDP, net inflow of investment, international trade, a combination of imports and exports gross domestic product, and political stability.

Main findings: The bound testing approach found cointegration among these variables. This study found a positive relationship between tourism inflow and international trade and between tourism inflows and regulatory quality, both in the short- and long-term. Unidirectional causality running from regulatory quality to tourism inflow in South Africa was also established.

Practical/managerial implications: Government should ensure good institutional qualities that will attract tourism to enhance international trade and economic growth in the long term.

Contribution/value-add: The result indicated that good regulatory quality improves attracting of tourists in South Africa. The volume of tourism inflows will assist in economic growth and increase foreign direct investments and other forms of international trade.
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Introduction

This article investigates the dynamic impact of institutional quality, foreign direct investment (FDI) and international trade on tourism inflow in South Africa. The quality of a nation’s institutions determines the effectiveness of the trade generated from international interactions. Institutional quality also influences the welfare of the people and the level of trade liberalisation. The quality of domestic institutions is also a good determinant of the relationship with other countries, given that the trust to get value in the form of payment for goods supplied is an important concern for foreigners. This assessment of the risk of conducting business is a condition for the volume of goods that are supplied to the country by foreigners (World Trade Organization 2004). The assessment of the risk of conducting business can be clearly understood from the idea of Greif (2006) who regards institutions as a composition of beliefs, values, rules and social factors, and how organisations in a particular society or country jointly ensure regularity.

In the aspiration for regularity in societies and countries around the world, several institutions and governments have inaugurated different initiatives, such as the World Bank anti-corruption...

The Portfolio Committee on Trade and Industry in the South African revised Industrial Policy Action Plan focuses on the tariffs of manufacturing, and other production sectors of the economy and emphasises the need to ensure more effective enforcement of South Africa’s trade laws in various forms, which include custom fraud and illegal importation of goods and services that more often threaten the growth of domestic productive capacity and employment. In addition, the programme also stresses the need to give more support to South Africa’s standards, quality assurance, accreditation and metrology (SQAM). This support could ensure improvement in export orientation, subdue the effect of non-tariff barriers to trade and ensure adequate protection for the domestic markets from the effects of unsafe and poor-quality imports (Department of Trade and Industry [DTI] 2021).

Countries in the world that experienced persistent growth in tourism have been seen as one of the leading drivers of economic growth in the 21st century. The South African tourism industry has continued to experience reasonable growth since the post-apartheid period of 1994 has made the sector highly ranked in terms of the gains from exchange earnings in South Africa (Henama 2013, 2018). However, tourists and investors in the world review some salient factors before investing or planning a visit to any country. These factors include exchange rate, transportation costs, local culture, poverty level, terrorism, political stability, infrastructure and institutional quality (Meo et al. 2021; Nathaniel 2020)

The need to ensure appropriate institutional quality that promotes trade liberalisation and economic growth has prompted a plethora of investigations in the literature. The investigations range from the relationship between institutional quality and economic growth to FDI. Some researchers have investigated the impact of institutional quality or governance as drivers of economic growth, for instance (Asghar, Qureshi & Nadeem 2015; Rodrik 1999; Teles 2007).

The effect of institutional quality or governance on economic growth, FDI and attracting tourists is not without disparities in the results of the empirical investigations, as some studies found a positive relationship (Ali, Fiess & MacDonald 2010; Asghar et al. 2015; Meon & Sekkat 2007; Tsai 1994), and others found a negative relationship between institutional quality and economic growth, FDI and tourism (see Asghar et al. 2015; Asiedu 2002).

The relationship between institutional quality and the level of tourism in a country is, therefore, also very important for researchers, tourists and policymakers. Despite the importance of this investigation, the literature has witnessed very few contributions from economists, political scientists and tourists (Jogaratnam et al. 2005; Khan et al. 2020; Kim et al. 2018). An empirical investigation concerning institutional quality and the level of tourism in Africa, especially in South Africa, is yet to benefit in the literature.

The aim of the present article is, therefore, to investigate the dynamic impact of institutional quality, FDI and international trade on tourism inflow in South Africa. This study contributes to the existing knowledge from the South African perspective by adopting time series data to investigate the linkages among institutional quality, FDI, international trade and tourism.

The remainder of the article is structured as follows: (1) the section ‘Literature review’ briefly reviews the existing literature; (2) the section ‘Research methodology and design’ describes the data used and sources, as well as the econometric model; (3) the section ‘Results’ analyses the empirical models and results and (4) the ‘Conclusion’ section concludes the article.

Literature review

The society views tourism as invisible export as income is generated from tourism in the same vein as the export of agricultural produce or manufactured goods (Jonannides & Timothy 2010). This assertion has increased the theoretical argument surrounding the relationship between international trade theory and tourism. The relevance of the theory of comparative cost advantage and more recent trade theories concerning intra-industry trade to the economy of tourism was argued by Sinclair and Stabler (1997).

The review of the related literature was conducted from three different directions with regard to institutional quality; these include: (1) institutional quality and economic growth, (2) institutional quality and FDIs and (3) institutional quality and the level of tourism inflow. This literature commences with the findings of North (1990), who investigated the relevance of institutions as a determinant of investment and economic growth and was followed by the influential works of Knack and Keefer (1995).

Investigations into the relationship between institutional quality and economic growth show disparities concerning the econometric techniques used and the period of studies as some investigations divided the studies into different regimes, rule of law (RL) and democratic periods. The relationship between institutional quality and governance started with North (1990). The author investigated the relevance of institutions as a determinant of investment and economic growth. Kebede and Takyi (2017) found a long-term relationship between economic growth and institutional
quality in sub-Saharan African (SSA) countries by adopting the system generalised method of moments (GMM) technique. They found the tautology that institutional quality causes economic growth, and the economy on the other hand is a significant determinant of institutional quality.

Asgar et al. (2015) found that the quality of legal institutions has a positive impact on economic growth in 13 Asian developing countries by adopting the panel autoregressive distributed lag (ARDL). The political and economic institutions were found not to have an impact on economic growth. Similarly, Jadhav (2012) found that economic factors are more effective than institutional quality in determining the amount of FDI in the countries Brazil, Russia, India, China & South Africa (BRICS) from 2000 to 2009, after adopting the multiple regression econometric technique. Asamoah, Adjasi and Alhassan (2016) also found that the interaction between macro-economic uncertainty and institutional quality lowers the negative effect of macro-economic uncertainty on the stock of FDI in SSA countries after employing the generalised autoregressive conditional heteroscedasticity (GARCH) model.

By applying the regression analysis to 22 SSA countries between 1984 and 2000, Asiedu (2005) found that FDI promotion may be negatively affected by corruption and political instability. Esew and Yaroson (2014) adopted the vector error correction model (VECM) between 1980 and 2011 and found that FDI inflows into Nigeria are negatively influenced by political stability and the level of corruption. Soeng, Cuyvers and Sok (2017) found that institutional quality and political risk are important factors in promoting FDI inflows to Cambodia from 1985 to 2014, using the random effect estimation procedure of a panel data analysis. Asif and Majid (2018) found a significant relationship both in the long- and short-term between institutional quality and FDI after adopting the ARDL approach. Annwar and Afza (2014) observed that political instability and terrorism were detrimental to the growth of FDI investment in Pakistan between 1980 and 2010 by utilising the autoregressive moving average (ARMA) research and ordinary linear squares regression techniques.

Nondo, Kahsai and Hailu (2016) found a significant relationship between institutional quality and FDI among 45 SSA countries between 1996 and 2007 by adopting fixed effects estimation techniques. Consistent with these investigations, Buchanan, Le and Rishi (2012) found that good institutional quality was a good determinant of FDI for 164 developed and developing countries between 1996 and 2006. Chaib and Siham (2014) established that economic institutions, voice and accountability had impacts on the level of FDI in Algeria between 1995 and 2011, applying co-integration and VECM techniques.

Jadhav (2012) found that effective control of corruption, representation (voice) and accountability, regulatory quality (RQ) and RL are potential institutional and political determinants of FDI among the BRICS, between 2000 and 2009, by adopting multiple regression. Muhammad et al. (2011) adopted the panel regression technique on seven South Asian countries from 1996 to 2007 and established that institutional quality has a key role in attracting FDI to the country. From another angle, Mishra and Daly (2007) found that institutional quality in the host country has a positive effect on the amount of FDI stock from the source country, utilising the least square regression technique on OECD countries from 1991 to 2001. Fukumi and Nishiijima (2010) established a positive and symbiotic relationship between FDI and institutional quality in 19 countries in Latin America and the Caribbean countries after employing the simultaneous equation technique.

In the first quantitative investigation concerning the impact of political violence and tourism attraction, Neumayer (2004) found that politically motivated violence and human rights violations impact negatively on a tourism attraction by employing a fixed-effects panel estimator. Ghalia et al. (2019) established that institutional quality and absence of conflict are good drivers of tourism flows for both source and destination countries. Kim et al. (2018) found that high institutional quality has a positive impact, increasing tourism from panel data drawn from 108 countries between 1996 and 2011. Khan et al. (2020) showed that the inflow of tourism among the Asian Pacific countries is based on asymmetric changes in institutional quality by adopting the nonlinear ARDL approach. Álvarez et al. (2018) established that institutional quality is a good determinant of the volume of trade after employing the Poison pseudo maximum likelihood estimation methods on bilateral trade of 186 countries between 1996 and 2012.

Meon and Sekkat (2007) found that institutional quality is essential for the promotion of the export of manufactured goods after employing the least square regression method on a panel of countries from 1990 to 2000. The regression results of Wadhawan and Kandiero (2003) show that institutional quality has a significant effect on the level of trade openness from 1985 to 1990, from 1990 to 1995 and from 1995 to 2000. In the investigation of 40 SSA countries, adopting the system GMM, Ibrahim and Law (2016) found that institutional quality assists to decide the impact of trade on the environment.

Salman et al. (2019) adopt the fully modified Ordinary Least Squares (OLSs) and Dynamic Ordinary Least Squares methods to determine the existence of long-run relationship among institutional quality and economic growth. The study also adopts the VECM Granger causality test to determine the direction of causality between the variables for three Asian countries (Indonesia, South Korea and Thailand) for the period 1960–2016. The study also established a direct relationship between economic growth and institutional quality. The VECM causality test also finds a unidirectional causality running from institutional quality to economic in the short- and long-run periods.
Epo and Nochi Faha (2020) adopt a panel smooth transition regression and a system of dynamic panel-data instrumental variable regression to determine the relationship between economic growth, natural resources and institutional quality for 44 African countries from 1996 to 2016. The study finds a significantly unsatisfactory result for the non-linear relationship between economic growth and natural resources when the RL and regulations are taken as proxies for institutional quality for natural resources rent as a proportion of the total gross domestic product (GDP) and share of ores and metals taken as a percentage of the total exports.

Abubakar (2020) adopts the OLS and the Johansen Cointegration tests to determine the relationship between institutional quality (effective governance index and contract intensive money) and economic growth in Nigeria for the period 1979–2018. The study showed a positive relationship between contract intensive money and economic growth; on the other hand an indirect relationship was established between economic growth and effective governance index.

Yakubu (2020) utilised the ARDL framework to determine the relationship between institutional quality and FDI in Ghana from 1985 to 2016. The result of the study shows a direct relationship between institutional quality and FDI.

Adegboye et al. (2020) adopted the fixed and random effect model to determine the relationship between institutional quality and FDI for 30 SSA countries from 2000 to 2018. The result showed that institutional quality affected the inflow of FDI into the African countries.

Bouchoucha and Benammou (2020) examine the impact of institutional quality through the lens of governance on FDI inflow into 41 African countries by adopting the static panel data approach (fixed and random effects), and the dynamic panel approach. The study found a direct relationship between control of corruption and FDI inflow among the countries.

Mushtaq, Thoker and Bhat (2021) studied the impact of institutional quality on international tourism inflow in India for the period 1995–2016 by adopting the ARDL of 30 originating countries for India. The study found a direct relationship between institutional quality like RL, control of corruption and RQ and tourism inflow. An indirect relationship was found between government effectiveness and tourism inflow. Meo et al. (2021) examined the effect of institutional quality on tourist arrivals into Pakistan from 1984 to 2017 by adopting the non-linear ARDL approach. The study found that an improvement in institutional quality will assist in improving tourist attraction in Pakistan.

From an intensive review of the literature, it is evident that the effect of institutional quality or governance on economic growth is not without disparities in the results of the empirical investigations, as some studies found a positive relationship (see Asghar et al. 2015; Tsai 1994), and others found a negative relationship between institutional quality or governance and economic growth (see Asghar et al. 2015).

Mixed results were also found in the studies that divided the investigation period into regimes (RL and democracy). Butkiewicz and Yanikkaya (2006) found better growth experience from democratic institutions, while Dollar and Kraay (2000) found that democracy has no significant effect on income; however, RL was found to have a positive effect on per capita income and bettering the lives of the poorest. There are also some empirical investigations on the direction of causality between institutional quality and economic growth. Kebede and Takyi (2017) found a unidirectional causality, where the causality is moving from economic to institutional quality alone, whereas Asghar et al. (2015) found causality running from institutional quality to economic growth.

Empirical investigations relating to institutional quality and FDI also started with the seminal work of Schneider and Frey (1985). Since then, the literature has enjoyed several related investigations (Jude & Levieuge 2016; Soeng et al. 2017). The impact of institutional quality on the level of FDI in particular countries or regions is not devoid of disparities in their results either.

Meen and Sekkat (2007) and Ali et al. (2010) found that institutions are a good determinant of FDI; however, in the study related to the impact of institutions at the sectoral level, the authors did not find a significant impact of institutions at the primary sector, whereas institutional quality was found to have a significant impact on the services and manufacturing sectors. There are, therefore, disparities in the investigation of the impact of institutional quality on the level of FDI. Asiedu (2002) found no significant impact of political risk on FDI in 71 developing countries, with 32 SSA countries and 39 non-SSA countries, whereas in another study by Asiedu (2006) on 22 African countries, it was found that political stability, lower corruption and a reliable legal system promote FDI.

Research design and methods

Data collection and anlaysis

The data used in the current study ranged from 1996 to 2019, which is the maximum number of observations based on the availability of data for South Africa from the World Bank Indicators; which was also accepted as a good aspect as it excludes the effect of the coronavirus disease 2019 pandemic. The selected variables used for the analysis of the multivariate framework include international tourism receipts (TRM), which is a percentage of total exports. Foreign direct investment, as a percentage of total gross domestic product (GDP), is the net inflow of investment for a continued management interest of at least 10% of the voting stock.
International trade (TRADE), as a percentage of GDP, is the combination of imports and exports as a portion of GDP. Gross domestic product is the percentage of growth experienced in GDP over a period. Political stability and absence of violence and/or terrorism (PSA) view the possibility of political violence, terrorism and instability in South Africa over the years. An RQ estimate reviews the ability of the government of South Africa to promote private sectors by way of formulating and implementing appropriate policies and regulations. Rule of law considers people’s confidence in the laws of society and how the police and courts have managed the issues of crime and violence. The main statistical data are summarised in Table 1.

### Descriptive statistics

Table 2 shows the summary statistics of the mean, median, maximum, minimum, standard deviation, skewness and kurtosis of the variables adopted in this study. TRADE has the highest mean value, followed by TRM, although GDP has a higher standard deviation than TRM, and FDI has a higher skewness level and kurtosis than TRM. Additionally, the maximum value is positive for all the variables; the minimum is also positive for all, except RL, PSA and GDP. TRADE, RQ, RL and FDI are positively skewed or are skewed to the right, while RL, PSA and GDP are negatively skewed. Tourism receipts, RL and FDI are leptokurtic because they have kurtosis values greater than three or a kurtosis level that is greater than the normal distribution, while TRADE, RQ, PSA and GDP have kurtosis values below the normal distribution.

Figure 1 presents the analysis of international TRM in South Africa as a percentage of total exports from 1996 to 2019, FDI, net inflows as a percentage of GDP, trade as the combination of import and export as a percentage of GDP, and the annual GDP growth rate. According to Figure 1, TRADE has the highest value and fluctuated between 1996 and 2019 before a sharp increase in 2008, followed by a sharp decline during 2009 and a slight fluctuation from 2010 to 2019. Figure 2 analyses political stability and absence of violence and terrorism, RQ estimate and the RL. The three variables move in almost the same direction, although political stability is negative for the larger parts of the review period.

### Econometric models

The main aim of this study is to determine the relationship and direction of linkages of institutional quality to specific factors in the economy. These factors specifically concern FDI, TRADE, GDP, RL and RQ. The study employs political stability, RL and RQ to explain the institutional quality that determines the inflow of tourism, FDIs and the growth of GDP in South Africa from 1996 to 2019. A linear equation model was developed, consistent with Balli, Balli and Louis (2016) and Brini, Amara and Jemmali (2017),...
where the dependent variable is tourism inflow, and the set of explanatory variables are the trade openness indicator, FDI, GDP, political stability and absence of violence, RL and RQ, expressed as:

\[ TRM_t = FDI_t + TRADE_t + GDP_t + RQ_t + RL_t + PSA_t \]  

[Eqn 1]

The econometric model is then specified as:

\[ TRM_t = \beta_0 + \beta_1 FDI_t + \beta_2 TRADE_t + \beta_3 GDP_t + \beta_4 RQ_t + \beta_5 RL_t + \beta_6 PSA_t \]  

[Eqn 2]

The cointegration approach by Pasaran, Shine and Smith (2001), which is the autoregressive distributed lag (ARDL) approach, is employed. The approach was chosen ahead of other cointegration techniques such as the Johansen cointegration techniques, because of some salient reasons. One of the reasons can be found in Nkoro and Uko’s (2016) assertion that unit root pre-testing is not a condition to justify the adoption of ARDL as an econometric technique, as the technique will accept the variables that are integrated on the combination of order, 1(0) and 1(1) or integrated on either order (1) or (0) but not order (2) or higher-order because with integration of order (2) the result will be spurious or will lead to misspecification of the model. Another notable reason why ARDL is preferred is the possibility of identifying the cointegrating vector amid various cointegrating vectors. Brini et al. (2017) also state that the ARDL technique applies to estimations with small sample sizes and provides the opportunity of estimating the long- and short-term relationships together. The estimation of the ARDL approach is then shown as follows:

\[ \Delta TRM_t = \alpha_i + \sum_{i=1}^{p} \beta_i \Delta TRM_{t-i} + \sum_{i=0}^{p} \delta_i \Delta FDI_{t-i} + \sum_{i=0}^{p} \lambda_i \Delta TRADE_{t-i} + \sum_{i=0}^{p} \nu_i \Delta GDP_{t-i} + \sum_{i=0}^{p} \Omega_i \Delta RQ_{t-i} + \sum_{i=0}^{p} \rho_i \Delta RL_{t-i} \]

[Eqn 3]

\[ \Delta GDP_t = \alpha_i + \sum_{i=1}^{p} \beta_i \Delta TRM_{t-i} + \sum_{i=0}^{p} \delta_i \Delta FDI_{t-i} + \sum_{i=0}^{p} \lambda_i \Delta TRADE_{t-i} + \sum_{i=0}^{p} \nu_i \Delta GDP_{t-i} + \sum_{i=0}^{p} \Omega_i \Delta RQ_{t-i} + \sum_{i=0}^{p} \rho_i \Delta RL_{t-i} \]

[Eqn 5]

\[ \Delta RQ_t = \alpha_i + \sum_{i=1}^{p} \beta_i \Delta TRM_{t-i} + \sum_{i=0}^{p} \delta_i \Delta FDI_{t-i} + \sum_{i=0}^{p} \lambda_i \Delta TRADE_{t-i} + \sum_{i=0}^{p} \nu_i \Delta GDP_{t-i} + \sum_{i=0}^{p} \Omega_i \Delta RQ_{t-i} + \sum_{i=0}^{p} \rho_i \Delta RL_{t-i} \]

[Eqn 6]

\[ \Delta FDI_t = \alpha_i + \sum_{i=1}^{p} \beta_i \Delta TRM_{t-i} + \sum_{i=0}^{p} \delta_i \Delta FDI_{t-i} + \sum_{i=0}^{p} \lambda_i \Delta TRADE_{t-i} + \sum_{i=0}^{p} \nu_i \Delta GDP_{t-i} + \sum_{i=0}^{p} \Omega_i \Delta RQ_{t-i} + \sum_{i=0}^{p} \rho_i \Delta RL_{t-i} \]

[Eqn 4]

\[ \Delta RL_t = \alpha_i + \sum_{i=1}^{p} \beta_i \Delta TRM_{t-i} + \sum_{i=0}^{p} \delta_i \Delta FDI_{t-i} + \sum_{i=0}^{p} \lambda_i \Delta TRADE_{t-i} + \sum_{i=0}^{p} \nu_i \Delta GDP_{t-i} + \sum_{i=0}^{p} \Omega_i \Delta RQ_{t-i} + \sum_{i=0}^{p} \rho_i \Delta RL_{t-i} \]

[Eqn 7]
The unit root tests reveal a mixture of stationarity at the level and first difference with a mixture of 1 and 5%. Foreign direct investment was, however, stationary at 5% for the augmented Dickey–Fuller tests and 1% for the Philip Perron. Gross domestic product was also stationary at the 10% level.

### Autoregressive distributed lag cointegration tests

The unit root tests reveal a mixture of stationarity at the level and first difference that reveals that the study can proceed with other steps of conducting the ARDL tests given the null hypothesis that there is no cointegration among the variables and the alternative hypothesis is that there is cointegration among the variables. The selection of optimal lag that minimises the Akaike information criterion (AIC), final prediction error criterion (FPE), Schwarz information criterion (SIC) and Hannan Quinn criterion (HQ) were then estimated (Table 4).

It can be seen from the result of the optimum lag selection method that the maximum lag length of 2 was selected for the bound tests by comparing the F-test statistics with upper and lower critical values of the bound tests of cointegration.

The bound test results presented in Table 5 were computed following the formula of Narayan (2005) by measuring the F-statistics against the critical bound values with tourism inflow as our dependent variable. The F-statistic is remarkably high at 109.76 compared to the upper bound value at a 1% level of significance that is of value 3.99. The result shows that there is cointegration among the dependent variable (tourism inflows) and the explanatory variables, which are FDI, international trade and institution quality variables such as the political stability and absence of violence, RL and RQ. The null hypothesis of no cointegration among the variables is, therefore,

In Equations 3 to 9, α represents the intercept term, Δ is the first difference operator and parameter p represents the lag order. The long-term relationship between tourism inflow, FDI, international trade and institution quality variables such as the political stability and absence of violence, RL and RQ are evaluated by applying the F-test. The null hypothesis of no integration can be shown with $H_0: \alpha = \delta = \lambda_i = \xi = \Omega = p_i = \omega$, whereas the hypothesis of having cointegration is the alternative hypothesis is stated as $H_1: \alpha \neq \delta \neq \lambda_i \neq \xi \neq \Omega \neq p_i \neq \omega$.

### Ethical considerations

Ethical clearance to conduct this study was obtained from the North-West University Economic and Management Sciences Research Ethics Committee (EMS-REC). (No. NWU-00081-21-A4).

### Results

This section presents the empirical findings of the study which include the stationarity tests, ARDL bound tests, long and short-term tests and stability tests.

#### Stationarity tests

The stationarity properties of the variables are determined before adopting the cointegration approach with the test of unit-roots. Ordinarily, the unit root pre-testing is not a condition for the adoption of the ARDL approach, but rather to avoid misspecification of models and spurious results. The unit root tests were, therefore, employed in this study to ensure that there is no order (2) in the order of integration of the variables. The bound test results presented in Table 5 were computed using the following the formula of Narayan (2005) by measuring the F-statistics against the critical bound values with tourism inflow as our dependent variable. The F-statistic is remarkably high at 109.76 compared to the upper bound value at a 1% level of significance that is of value 3.99. The result shows that there is cointegration among the dependent variable (tourism inflows) and the explanatory variables, which are FDI, international trade and institution quality variables such as the political stability and absence of violence, RL and RQ. The null hypothesis of no cointegration among the variables is, therefore,

$$
\Delta PSA_i = \alpha_i + \sum_{t=1}^{p} \beta_{i,t} \Delta TRM_{i,t-1} + \sum_{t=1}^{p} \delta_{i,t} \Delta FDI_{i,t-1} + \sum_{t=1}^{p} \lambda_{i,t} \Delta TRADE_{i,t-1}
+ \sum_{t=1}^{p} \nu_{i,t} \Delta GDP_{i,t-1} + \sum_{t=1}^{p} \Omega_{i,t} \Delta ARQ_{i,t-1} + \sum_{t=1}^{p} \rho_{i,t} ARL_{i,t-1}
+ \eta_{i,0} \Delta PSA_{i,t-1} + \eta_{i,1} \Delta TRM_{i,t-1} + \eta_{i,2} \Delta FDI_{i,t-1}
+ \eta_{i,3} \Delta TRADE_{i,t-1} + \eta_{i,4} \Delta GDP_{i,t-1} + \eta_{i,5} \Delta ARQ_{i,t-1}
+ \eta_{i,6} \Delta RQ_{i,t-1} + \eta_{i,7} \Delta PSA_{i,t-1} + \varepsilon_i
$$

[Eqn 9]

Note: First difference operator is $\Delta$.
reduced. After identifying that there is cointegration among the variables, the long-term and short-term relationships among the variables were estimated by adopting the approach.

**Long-term estimates**

The result of the long-term coefficients is given in Table 6. TRADE has a positive and significant relationship with tourism inflows at 5% significance in the long term, which implies that an increase in tourism inflows will have a positive impact on international trade. It can also be better stated that a 1% change in tourism inflow will result in a 33% change in international trade in the long term. There is also a positive and significant relationship at 5% significance between RQ as institutional quality and the level of tourism inflow, implying that an increase in RQ will lead to an increase in tourism inflow in the long term, which is consistent with the findings of Ghalia et al. (2019).

The RL as an institutional quality shows a negative and significant relationship with tourism inflow in South Africa. Political stability and absence of violence also show a negative relationship with the level of tourism inflows at 5% significance, which implies that the level of PSA in South Africa has not increased the level of tourism inflows within the review period. Gross domestic product also shows a negative and insignificant relationship with the level of tourism inflow in South Africa, indicating that the number of tourism inflows in South Africa is not enough to have a positive change in GDP. There is a significant and negative relationship between FDI and the level of tourism inflow in South Africa.

**Short-term estimates**

Table 7 indicates the result of the short-term dynamic relationship between the tourism inflow and the explanatory variables; FDI, international trade and institution quality variables such as the RL, politics, stability and absence of violence and the RQ. The lag error term (ECTₜ₋₁), which is the speed of adjustment of tourism inflow to shock, has a negative coefficient of 1.02 at a 5% significance level. This implies that there is a strong relationship between tourism inflow and FDI, international trade, political stability and absence of violence, RL and RQ. The results also indicate that any deviation from the long-term equilibrium from an external effect in a particular year will be fully corrected in the subsequent year. The results show that there is a positive and significant relationship at 5% between tourism inflow, FDI and TRADE in the short term. There is also a negative and significant relationship at a 10% level of significance between tourism, political stability and the absence of violence in the short term. There is a negative and insignificant relationship between tourism inflow, FDI and GDP in the short term.

**Diagnostic tests**

The diagnostic tests will be conducted in this study to determine if there are any observations that are not well-represented in the regression model.

**Normality test:** The normality test is conducted to determine the level of distribution of data or variables in a group or to find out if the data or variables are normally distributed or not.

The normality test result is determined by adopting the Jarque–Bera approach and shows that the jar value is 2.126271 with the probability value of 0.569421 > 0.05 which simply implies that the data can be concluded to be normal and the Hₒ cannot be rejected (see Figure 3).

**Heteroscedasticity test:** The heteroscedasticity test is used to measure whether the variance or error that is present in the regression equation was caused by the utilised independent variable.

The result of the Heteroscedasticity test by utilising the Breusch–Pagan–Godfrey test in Box 1 can be concluded that as the value of the Observation multiplied by R-squared is 11.20903 and the

### Table 5: Bound cointegration tests.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>K</th>
<th>Critical value bounds</th>
<th>I0 bound</th>
<th>I1 bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test statistic</td>
<td>109.767</td>
<td>6</td>
<td>I0 bound</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Significance %</td>
<td>10</td>
<td>-</td>
<td>1.99</td>
<td>2.94</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>2.27</td>
<td>3.28</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5</td>
<td>-</td>
<td>2.55</td>
<td>3.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>2.88</td>
<td>3.99</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6: Long-term estimates.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>t-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRADE</td>
<td>0.331</td>
<td>0.024</td>
<td>13.555</td>
<td>0.047</td>
</tr>
<tr>
<td>RQ</td>
<td>20.239</td>
<td>1.621</td>
<td>12.489</td>
<td>0.051</td>
</tr>
<tr>
<td>RL</td>
<td>-9.315</td>
<td>0.786</td>
<td>-11.943</td>
<td>0.053</td>
</tr>
<tr>
<td>PSA</td>
<td>-11.398</td>
<td>0.786</td>
<td>-14.494</td>
<td>0.0439</td>
</tr>
<tr>
<td>GDP</td>
<td>-0.888</td>
<td>0.176</td>
<td>-5.052</td>
<td>0.124</td>
</tr>
<tr>
<td>FDI</td>
<td>-0.754</td>
<td>0.051</td>
<td>-14.902</td>
<td>0.043</td>
</tr>
<tr>
<td>C</td>
<td>-14.678</td>
<td>1.634</td>
<td>-8.984</td>
<td>0.0706</td>
</tr>
</tbody>
</table>

**Table 7: Short-term estimates.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Standard error</th>
<th>t-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>D (TRM [-1])</td>
<td>-0.693</td>
<td>0.049</td>
<td>-14.202</td>
<td>0.045</td>
</tr>
<tr>
<td>D (TRADE)</td>
<td>0.297</td>
<td>0.031</td>
<td>9.683</td>
<td>0.066</td>
</tr>
<tr>
<td>D (TRADE [-1])</td>
<td>-0.201</td>
<td>0.023</td>
<td>-8.724</td>
<td>0.073</td>
</tr>
<tr>
<td>D (RL)</td>
<td>15.083</td>
<td>1.132</td>
<td>13.33</td>
<td>0.048</td>
</tr>
<tr>
<td>D (PMA [-1])</td>
<td>2.86</td>
<td>0.652</td>
<td>4.389</td>
<td>0.142</td>
</tr>
<tr>
<td>D (PSA [-1])</td>
<td>-4.301</td>
<td>0.522</td>
<td>-8.239</td>
<td>0.0769</td>
</tr>
<tr>
<td>D (PSA [-1])</td>
<td>15.456</td>
<td>1.652</td>
<td>9.357</td>
<td>0.0678</td>
</tr>
<tr>
<td>D (PSA [-1])</td>
<td>-2.918</td>
<td>0.299</td>
<td>-9.747</td>
<td>0.0651</td>
</tr>
<tr>
<td>D (FDI [-1])</td>
<td>0.768</td>
<td>0.362</td>
<td>2.118</td>
<td>0.2808</td>
</tr>
<tr>
<td>D (FDI)</td>
<td>-0.928</td>
<td>0.138</td>
<td>-6.725</td>
<td>0.094</td>
</tr>
<tr>
<td>D (FDI [-1])</td>
<td>-0.058</td>
<td>0.023</td>
<td>-2.592</td>
<td>0.234</td>
</tr>
<tr>
<td>D (FDI)</td>
<td>-0.015</td>
<td>0.028</td>
<td>-0.5378</td>
<td>0.686</td>
</tr>
<tr>
<td>D (FDI)</td>
<td>0.064</td>
<td>0.025</td>
<td>2.58866</td>
<td>0.237</td>
</tr>
<tr>
<td>D (CointEq [-1])</td>
<td>-1.024</td>
<td>0.074</td>
<td>-13.77</td>
<td>0.046</td>
</tr>
</tbody>
</table>

FDI, foreign direct investment; GDP, gross domestic product; PSA, political stability and absence of violence and/or terrorism; RL, rule of law; TRM, tourism receipts; TRADE, international trade; CointEq [-1] is the first cointegration equation lag.
Chi-Squared probability value is 0.0821 > 0.05, H₀ cannot be rejected which implies that the regression model is homoscedastic and not with the problem of heteroscedasticity.

**Serial correlation LM test:** The result of the serial correlation LM test by adopting the Breusch–Godfrey test in Box 2 shows that the Observation multiplied by R-squared is 2.1070.05 and the Chi-Squared probability value is 0.3486. This illustrates that a null hypothesis of no serial correlation can be accepted at the 5% level of significance. That is, the regression model is from the problem of serial correlation.

**Ramsey RESET test:** The result of the probability of the $t$-statistic, $F$-statistic and the probability of the fitted line square in the table are equal at 0.0068, hence the null hypothesis of no misspecification in the model is accepted (Table 8).

Detection of multicollinearity based on variance inflation:
In Table 9, the centred VIF values for FDI, GDP, PSA, RL, RQ and TRADE have their values less than 10. It, therefore, can be concluded that there is an absence of the multicollinearity problem present with the regression model utilised in the study.

In a bid to confirm the robustness of the econometric results and to confirm the position of the serial correlation and heteroscedasticity test, the cumulative sum (CUSUM) and cumulative sum of squares (CUSUMS) of recursive residual tests were adopted. The tests indicate that the model is stable, there is an absence of heteroscedasticity and there is no serial correlation, as indicated in Figures 4 and 5.

**Granger causality test**
Table 10 presents the Toda–Yamamoto results of the Granger causality assessment to analyse the long-term relationships among the variables. Unlike the traditional causality tests, such as the VECM, which require unit root testing first, the

---

**TABLE 8:** Ramsey RESET test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
<th>DF</th>
<th>Probability</th>
<th>Coefficient</th>
<th>SD</th>
<th>t-Statistic</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-statistic</td>
<td>3.103785</td>
<td>16</td>
<td>0.0068</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>F-statistic</td>
<td>9.633483</td>
<td>(1, 16)</td>
<td>0.0068</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Fitted equation</td>
<td>FITTED$^*$</td>
<td>-</td>
<td>-</td>
<td>0.383728</td>
<td>0.123632</td>
<td>3.103785</td>
<td>0.0068</td>
</tr>
</tbody>
</table>

FDI, foreign direct investment; GDP, gross domestic product; PSA, Political stability and absence of violence/terrorism; RL, Rule of law; RQ, regulatory quality; TRADE, International trade; C, intercept; VIF, variance inflation factor; NA, not applicable.
Toda–Yamamoto Granger causality tests do not require pre-testing before it is conducted. The Toda–Yamamoto approach, unlike the Granger causality assessment, does not require that the series should be stationary or cointegrated before conducting the tests (Aziz et al. 2000; Menyah & Wolde-Rufael 2010; Rambaldi & Doran 1996). Toda and Yamamoto (1995) adopted a simple technique that requires conducting an ‘augmented’ value at risk (VAR) for the distribution of the MWald statistic despite the existence of cointegration among the variables. This technique of causality requires the determination of the maximal order of integration (d_m). The (d_m) indicates that the VAR model will add a lag to the existing lag (Aziz et al. 2000). After adopting the (d_m) to conduct our causality tests, the stability of the model was evaluated using the unit circle test (Figure 5). If the reverse roots are within the unit circle, then the assumption is that the model is dynamically stable.

Table 10 indicates that there is no causality between international trade and tourism inflow for South Africa within the review period. This result implies that the change in tourism has not done enough to promote international trade, and vice versa. There is also no causality between tourism and FDI. The result shows that the change in tourism inflow has not caused a change in the amount of FDI inflow and vice versa. The result also indicates a one-way causality running from GDP to tourism inflow, implying that a change in GDP growth has resulted in the change in tourism inflow in South Africa without corresponding feedback from tourism inflow to GDP; this result is consistent with the research findings of Kebede and Takyi (2017).

The results in Table 10 also indicate that there is a unidirectional causality running from RQ as a proxy of institutional quality to tourism inflow in South Africa. This result implies that a change in RQ caused a change in the volume of tourism inflow in South Africa. The other two institutional-quality proxies, which are the RL and political stability, and the absence of violence, however, show the absence of causality with tourism inflow in South Africa. This result implies that the change in the RL and political stability, and the absence of violence, have not done enough to cause a change in the volume of tourism inflow to South Africa within the review period.

Conclusion

This article investigates the impact of IQ, FDI and TRADE on TRM in South Africa. An empirical investigation of tourism inflow as the dependent variable being expressed as a function of GDP, FDI, international trade and some institutional quality proxies such as RL, RQ, political stability and absence of violence and/or terrorism; TRADE, international trade.

Adopting the ARDL and Toda–Yamamoto approach to Granger causality tests, the result shows cointegration among the variables, a positive relationship between international and tourism inflow in the long term, a positive relationship between RQ and tourism inflow in the short- and long-term. This result implies that a good regulatory institution would assist the South Africa other African countries to improve the inflow of tourism into the country which will boost the revenue generated in the country and the relationship with other countries. The study also established a negative relationship among tourism inflow and GDP in the short and long term. This result implies that the tourism inflow into South Africa within the review period was not sufficient enough to cause a substantial improvement on the economy. The study found a one-way causality from GDP to tourism inflow. This outcome is consistent with the long and short terms relationship between GDP and tourism inflow as the volume of tourism inflow has not produced considerable impact on the GDP of South Africa. The study also found unidirectional causality running from RQ to tourism inflow.
in South Africa. This result implies that the RL and political stability, and the absence of violence, have produced significant impact on the volume of tourism inflow to South Africa within the review period but the volume of tourism inflow has not done likewise.

The main conclusion that can be highlighted from this study is that a good regulatory framework will assist in improving the volume of investments and tourist attractions in South Africa. This implies that an improvement in the volume of tourism inflows into South Africa and other SSA countries will assist in economic growth, as well as increase FDIs and other forms of international trade. This study, therefore, recommends that countries should ensure the availability and implementation of policies that can assist to enforce quality institutions that assist to enforce adequate institutional quality that may promote the volume of tourism inflows into the country.

Acknowledgements
Competing interests
The authors declare that they have no financial or personal relationships that may have inappropriately influenced them in writing this article.

Authors’ contributions
Both authors contributed to the article. O.J.I conducted the literature study, empirical analysis and wrote the initial manuscript. E.P.J.K. overviewed and validated the empirical analysis and wrote the final version of the manuscript. O.J.I is a post-doctoral fellow and E.P.J.K. is the supervisor.

Funding information
The authors acknowledge the support from the World Trade Organization (WTO) and the National Research Foundation (NRF). The findings, views and opinions expressed and conclusions arrived at in this article are those of the authors and should not necessarily be attributed to the funding institutions.

Data availability
The research was conducted using freely available data from various sources as indicated clearly in the article.

Disclaimer
The views and opinions expressed in this article are those of the authors and do not necessarily reflect the official policy or position of any affiliated agency of the authors.

References


