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Zusammenfassung: Mittels Pilotexperimente fiir das Sprachenpaar Deutsch-Galicisch
untersucht der vorliegende Aufsatz den Effizienz- und Intelligenzbegriff in der Lexikographie und
kiinstlichen Intelligenz (KI). Die Experimente versuchen, empirisch und statistisch fundierte Erkennt-
nisse {iber die lexikographische Textsorte ,Worterbuchartikel” in den Antworten von ChatGPT-3.5
zu gewinnen, und dariiber hinaus tiber die lexikographischen Daten, mit denen dieser Chatbot trainiert
wurde. Zu diesem Zweck werden sowohl quantitative als auch qualitative Methoden herange-
zogen. Der Analyse liegt die Auswertung der Outputs von mehreren Sessions mit demselben
Prompt in ChatGPT-3.5 zugrunde. Zum einen wird die algorithmische Leistung von intelligenten
Systemen im Vergleich zu Daten aus lexikographischen Werken bewertet; zum anderen werden
die gelieferten ChatGPT-Daten iiber konkrete Textteile der genannten lexikographischen Textsorte
analysiert. Die Resultate dieser Studie tragen dazu bei, nicht nur den Effizienzgrad von diesem Chatbot
hinsichtlich der Erstellung von Worterbuchartikeln zu evaluieren, sondern auch in den Intelligenz-
begriff, die Denkprozesse und die in beiden Disziplinen auszufithrenden Handlungen zu vertiefen.

Stichworter: LEXIKOGRAPHIE, KI, CHATGPT-3.5, WORTERBUCHARTIKEL, EFFIZIENZ-
BEGRIFF, INTELLIGENZBEGRIFF, LEXIKOGRAPHISCHE TEXTSORTE, TRAININGSDATEN,
LEXIKOGRAPHISCHE DATEN
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Abstract: Efficiency and Intelligence in Lexicography and Artificial Intelli-
gence: Can ChatGPT Recreate the Lexicographical Text Type? By means of pilot
experiments for the language pair German-Galician, this paper examines the concept of efficiency
and intelligence in lexicography and artificial intelligence (AI). The aim of the experiments is to
gain empirically and statistically based insights into the lexicographical text type ”dictionary arti-
cle” in the responses of ChatGPT-3.5, as well as into the lexicographical data on which this chatbot
was trained. Both quantitative and qualitative methods are used for this purpose. The analysis is
based on the evaluation of the outputs of several sessions with the same prompt in ChatGPT-3.5.
On the one hand, the algorithmic performance of intelligent systems is evaluated in comparison
with data from lexicographical works; on the other hand, the ChatGPT data supplied is analysed
using specific text passages of the aforementioned lexicographical text type. The results of this
study not only help to evaluate the efficiency of this chatbot regarding the creation of dictionary
articles, but also to delve deeper into the concept of intelligence, the thought processes and the

actions to be carried out in both disciplines.

Keywords: LEXICOGRAPHY, Al, CHATGPT-3.5, DICTIONARY ARTICLE, CONCEPT OF
EFFICIENCY, CONCEPT OF INTELLIGENCE, LEXICOGRAPHICAL TEXT TYPE, TRAINING
DATA, LEXICOGRAPHICAL DATA

1. Einfiihrung

In den letzten Jahrzehnten hat sich die Kiinstliche Intelligenz (KI) explosions-
artig entwickelt, so dass sogar einige mit ihr verbundenen Entwicklungen
Bestandteil unseres alltdglichen Lebens geworden sind. Somit kennen oder ver-
wenden wir alle z.B. digitale Assistenten wie Alexa, Siri oder Google Assistant.
Der Einfluss der KI auf unseren Alltag ist unbestritten, auch wenn wir uns dessen
haufig nicht bewusst sind; ihr Einfluss auf die lexikographische Tatigkeit hat eine
rege Diskussion ausgeldst. Manche Autoren sind der Ansicht, dass der Output
von KI-Tools wie dem Chatbot ChatGPT-3.5" (Generative Pretrained Transformer,
https://chat.openai.com/) statistisch gesehen die Ergebnisse einiger Worter-
bticher tibertrifft (vgl. Phoodai und Rikk 2023) und manche prophezeien sogar
das Ende der Lexikographie (vgl. de Schryver und Joffe 2023).

In diesem Zusammenhang geht es hier um die Frage der Effizienz (s. 3)
von ChatGPT bei einem konkreten Prompt? (Eingabeaufforderung) betreffend
den Worterbuchartikel als lexikographische Textsorte (vgl. Wiegand 1996).
Konkret fragen wir, inwiefern die ChatGPT-Ergebnisse fiir das Deutsche und
das Galicische mit der Mikrostruktur von Referenzworterbiichern (DUDEN-
Onlineworterbuch, https://www.duden.de/woerterbuch, fortan DUDEN und
Dicionario da Real Academia Galega, https://academia.gal/dicionario/rag,
fortan DRAG) quantitativ bzw. qualitativ vergleichbar sind. Eine Analyse der
lexikographischen Daten sowie ihr Vergleich mit denen in Referenzworter-
biichern ist unseres Erachtens die erste Frage, die {iberhaupt gestellt werden
sollte. Daher stehen die Datenverfiigbarkeit sowie ihre Gegeniiberstellung im
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Mittelpunkt, jedoch nicht die Analyse der moglichen Verwendung von ChatGPT
bei lexikographischen Aufgaben.

Dazu gliedert sich der Aufsatz wie folgt: in Kapitel 2 wird ein Gesamt-
iiberblick tiber ausgewahlte Schwerpunkte der Lexikographie und der KI dar-
gestellt. Dem Effizienz- und der Intelligenzbegriff widmet sich einfiihrend
Kapitel 3: die Frage lautet, ob ChatGPT iiber Daten beziiglich der Textsorte
, Worterbuchartikel” verfiigt. Kapitel 4 dient der Erklarung der Methode und
bietet die statistisch ausgewertete Untersuchung der Ergebnisse aus dem Chat-
bot an. Die Hauptergebnisse der quantitativ und qualitativ ausgerichteten Ana-
lyse werden in Kapitel 5 vorgestellt. Schlussfolgerungen werden in Kapitel 6
gezogen.

2. Zur Lexikographie und zur kiinstlichen Intelligenz: Einfiihrendes

Das WLWE-3 (2020: 224) definiert Lexikographie als ,Menge aller Aktivitaten,
die auf die Erstellung lexikographischer Nachschlagewerke gerichtet ist”.
Neben der theoretischen Untersuchung auf Gebieten wie der Metalexikographie,
Worterbuchforschung, Worterbuchkritik u.a. und dem Erwégen und der Anwen-
dung verschiedenartiger Strategien, Methoden und Techniken zur Analyse des
Sprachmaterials befasst sich die lexikographische Tatigkeit mit der Entwick-
lung von Informationssystemen (vgl. Villa Vigoni 2018, https://www.emlex.
phil.fau.de/ueberuns/publikationen/andere-publikationen/), in jeglichem Format
und fiir verschiedenartige Zugangsgerate (Worterbticher, Portale, Worterbuch-
Apps u.a.), bei denen i.d.R. menschliche Benutzende Antwort auf eine Such-
anfrage finden konnen (s. 5). Sowohl die addquate Datenprasentation angesichts
der Worterbuchziele und -adressaten, als auch die Datenqualitdt bzw. Verant-
wortung fiir ihre Qualitat (Kouassi 2022) stehen als lexikographische Aufgaben
im Mittelpunkt. Die Lexikographie wird zudem als eine wissenschaftliche und
kulturelle Praxis aufgefasst, die die Entstehung der Werke sowie ihren Gebrauch
ermoglichen sollte (Wiegand 1983: 38), und dabei tragt sie auch eine gesellschaft-
liche Verantwortung. Die Rolle des Worterbuchs als Autoritat ist in diesem Zusam-
menhang nicht zu tibersehen (Kosem et al. 2019).

Hinsichtlich des anvisierten Benutzerkreises lassen sich die Endprodukte
der Lexikographie in Bezug auf Sprachniveaus, Ziele u.a. klassifizieren, aber
auch beziiglich der Unterscheidung zwischen Computerlexikographie und
computergestiitzter Lexikographie. In diesem Zusammenhang kann man
behaupten, dass Worterbiicher fiir menschliche BenutzerInnen die priméren
Endprodukte der computergestiitzten Lexikographie sind (s. 5). Hingegen
befasst sich die Computerlexikographie mit der Entwicklung von Ressourcen
fiir die maschinelle Weiterverarbeitung. Solche maschinenlesbaren Lexika? finden
Anwendung in verschiedenen NLP-Aufgaben wie Parsing, maschineller Uber-
setzung oder Sprachgenerierung. Folglich stellen sich Maschinen als primére


chatgpt_lexikos%20-%20DEF_After%20Gutachten%5b26%5d.docx#bookmark=id.3j2qqm3

http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1951 (Volle uitgawe / Full volume)
http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1879 (Article)

54 Ivan Arias-Arias, Maria José Dominguez Vazquez und Carlos Valcarcel Riveiro

Adressaten (nicht BenutzerInnen) der Ergebnisse der Computerlexikographie
heraus (Weiteres dazu in 5).

Daraus folgt, dass die Zusammenstellung von lexikographisch akkuraten
Daten zwecks ihrer maschinellen Lesbarkeit auch als eine mogliche Aufgabe der
Lexikographie hervortritt. Eigentlich ist das nicht neu, denn schon Mel'¢uk (1984)
hat sein Dictionnaire explicatif et combinatoire du frangais contemporain mit Blick
auf diese mogliche Anwendung der lexikographischen Daten entwickelt.

Im Gegensatz zur Lexikographie ist die KI ein Teilgebiet der Informatik,
das sich mit der maschinellen Nachahmung menschlicher Intelligenz befasst,
d.h. mit der Entwicklung intelligenter Systeme (Mainzer 2019), die bei der Durch-
fiihrung unterschiedlicher Aufgaben Aspekte des menschlichen Verhaltens wie
der Problemlosung oder der Entscheidungsfindung simulieren (McCarthy 2007).
Die KI hat viele Anwendungsbereiche, dementsprechend spielt sie eine wesent-
liche Rolle bei vielen Prozessen und den dadurch geschaffenen Endprodukten,
wie z.B. bei der Entwicklung autonomer Fahrzeuge oder Roboter (z.B. fiir die
Erforschung des Weltraums), bei den medizinischen Diagnosen, bei der Markt-
forschung fiir ein Produkt, bei der Bilderkennung (Gesichtserkennung oder
Objekterkennung), u.a. Die natiirliche Sprachverarbeitung (NLP), die zur Daten-
verarbeitung und -interpretation der menschlichen Kommunikationsprozesse
Computeralgorithmen und maschinelles Lernen heranzieht, gilt als Teilgebiet
der KI. Als besonders relevant erweisen sich die Sprachmodelle, da sie in unter-
schiedlichen Bereichen eingesetzt werden kdnnen bzw. als Grundlage unterschied-
licher Produkte und Ressourcen dienen konnen. Im Weiteren werden einige
genannt:

— Sprachassistenten wie Alexa, Siri oder Google home.

— Chatbots und virtueller Kundenservice: Es handelt sich um Softwarean-
wendungen bzw. virtuelle Assistenten, die haufig gestellte Fragen beant-
worten. Man strebt z.B. dabei an, den Kundenservice zu verbessern (Banken,
Online-Shops, u.a.). Sie werden auch fiir den Querverkauf von Produkten,
als Nachrichten-Bots beim elektronischen Handel oder als Nachrichten-
Apps wie Facebook Messenger. Als Chatbots lassen sich ChatGPT (s. 3 und 4),
Bing CHAT (https://www.bing.com/) oder Bard (https://bard.google.com/)
nennen. Mit diesen Dienstleistungen und Werkzeugen stehen Unter-
suchungen zur Analyse der Meinungsforschung oder der Analyse von
Gefiihlen in engem Zusammenhang: ihre Ergebnisse finden eine direkte
Anwendung in Gebieten wie dem elektronischen Handel oder der Meinungs-
analyse in den sozialen Netzwerken, indem sich ein Text oder ein nutzer-
generierter Inhalt durch eine automatische maschinelle Analyse als positiv,
negativ oder neutral bewerten ldsst. Einige Beispiele dazu sind Linguakit
(https://linguakit.com/es/analizador-de-sentimient) oder SentiWordNet
(https://github.com/aesuli/SentiWordNet).
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— Roboter fiir die schriftliche Textproduktion, wie z.B. Inferkit (https://inferkit.
com/), Sassbook Al (https://sassbook.com/), oder Al-Schreibsysteme, wie
Rytr (https://app.rytr.me). Insgesamt erstellen sie automatisch Texte aus
einer reduzierten Anzahl an Wortern als Ausgangspunkt.

—  Weitere Generatoren sind vorhanden:

— Fiir die Erstellung von sportlichen Berichten, Zusammenfassungen,
vereinfachten Texten usw. liegen Beispiele vor (Nallapati et al. 2016
oder Roemmele 2016).

— Fir die Wiedergabe miindlicher Sprache und Interaktionen im
Gespriach, wie z.B. Systeme, die mit der Stimme einer Person
trainiert werden und Text produzieren bzw. Gesprache fiihren.
Es gibt Apps wie Pi.ai/talk (https://pi.ai/talk), Call Annie (https://
callannie.ai) oder character.ai (https:/ /beta.character.ai/; fiir Jugend-
liche), eine Art KI-Freunde bzw. intelligente Assistenten.

— Fiir die Erstellung von Bildern nach Beschreibungen in natiir-
lichen Sprachen, wie DALL-E (https://openai.com/dall-e-2), von
Open AL

— Automatische Ubersetzung, wie z.B. WIPO Pearl
(https://wipopearl.wipo.int/en/linguistic).

Unausgesprochen weisen die KI und die Lexikographie andere Endprodukte und
Ziele auf. Eine weitere Entscheidung sei hier hervorzuheben: Sprachmodelle
streben an, dass Maschinen nachahmen, wie Menschen Worter verwenden, d.h.
die menschliche Kommunikation; die KI hingegen hat die Entwicklung von
Maschinen und KI-Tools als Ziel, die intelligent agieren. Die Wechselwirkungen
sind nicht zu tibersehen.

3. Effizienz und Intelligenz am Beispiel von ChatGPT

An erster Stelle scheint es sinnvoll, zu erlautern, warum sich der vorliegende
Beitrag mit ChatGPT befasst und warum wir ChatGPT als intelligentes System
auswahlen. Benutzungsstudien (vgl. Dominguez Vazquez und Valcarcel Riveiro
2015 oder Miiller-Spitzer und Koplenig 2015) stellen fest, dass BenutzerInnen Fak-
toren wie (a) eine schnelle und bequeme Abfrage sowie (b) einen leichten und
kostenfreien Zugang schitzen. ChatGPT erfiillt diese Voraussetzungen, und des-
wegen kann vorausgesagt werden, dass Benutzerlnnen es einem Worterbuch
bevorzugen wiirden. Dies lasst sich auch dadurch begriinden, dass ChatGPT in
nur fiinf Tagen die Grenze von einer Million NutzerInnen {iberschritten hat
(s. Abbildung 1).
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ChatGPT Sprints to
One Million Users

Time it took for selected online services
to reach one million users

netic [ 3.5 years
Kickstarter* | . 2.5 years
Airbnb™ 2o0: | 2.5 years
Twitter | . 2 years
Foursquare*™* - 13 months
Facebook I 10 months
Dropbox - 7 months

Spotify I 5 months OQ\ /O‘O’O\
Instagram™* . 2.5 months D'&Qé
ChatGPT | 5 days
* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin
statista %a

Abbildung 1: Zeit, die Online-Dienste bis zum Erreichen von 1 Million Nutzer-
Innen benotigten

ChatGPT ist ein Chatbot, der aus einem Sprachmodell mit generativen Vor-
training stammt und ein autoregressives System enthilt, d.h., dass es Tokens
vorhersagt, sie zum Prompt hinzufiigt und sie wieder in das Modell einspeist.
Das ist der Grund, weshalb sich solche Modelle als sehr effizient erwiesen
haben, wenn die Eingabeaufforderung darin besteht, Texte oder Textsorten zu
(re)produzieren (vgl. Radford et al. 2018). Die Grundannahme der hier zu préasen-
tierenden Pilotexperimente basiert darauf, dass ChatGPT — wie andere genera-
tive Sprachmodelle — menschendhnliche Texte von hoher Qualitdt generieren
kann. Ob das in der Tat bei der Erstellung von Worterbuchartikeln im Deutschen
und im Galicischen so ist, ist Gegenstand dieser Untersuchung (s. 4).

In diesem Zusammenhang sei hier auf den Intelligenzbegriff hinzuweisen,
der laut der Wikipedia-Definition mit der Anwendung von kognitiven Fahig-
keiten zusammenhéangt:

Intelligenz (von lateinisch intellegere ,erkennen”, ,einsehen”; , verstehen”; wort-
lich , wéhlen zwischen ...” von lateinisch inter ,zwischen” und legere ,lesen,
wahlen”) ist die kognitive bzw. geistige Leistungsfahigkeit speziell im Problemldsen.
Der Begriff umfasst die Gesamtheit unterschiedlich ausgepréigter kognitiver
Fahigkeiten zur Losung eines logischen, sprachlichen, mathematischen oder
sinnorientierten Problems.

Hier kommt die Frage auf, was das Wort ,Intelligenz” im Konzept , kiinstliche
Intelligenz” zu bedeuten hat. Dazu duflert sich McCarthy (2007: 2) wie folgt:



http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1951 (Volle uitgawe / Full volume)
http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1879 (Article)

Der Effizienz- und Intelligenzbegriff in der Lexikographie und kiinstlichen Intelligenz 57

It is the science and engineering of making intelligent machines, especially intel-
ligent computer programs. It is related to the similar task of using computers to
understand human intelligence, but Al does not have to confine itself to methods
that are biologically observable.

McCarthy (2007: 2) beschreibt diese Intelligenz als die Fahigkeit, bestimmte
Ziele zu erreichen. Diese Beschreibung bringt eine weitere Frage mit sich, und
zwar, was intelligente Maschinen sind oder inwiefern sie als solche aufgefasst
werden konnen. Darauf antwortet McCarthy (2007: 3), dass die Maschinen nicht
intelligent sind, aber er erganzt seinen Ansatz wie folgt:

Intelligence involves mechanisms, and Al research has discovered how to make
computers carry out some of them and not others. If doing a task requires only
mechanisms that are well understood today, computer programs can give very
impressive performances on these tasks. Such programs should be considered
“somewhat intelligent”.

Da der Intelligenzbegriff mit dem Verfahren zur Problemldsung in engem Zusam-
menhang steht, ist aus computergestiitzter Perspektive auf die Verbindung
zwischen Intelligenz und System néher einzugehen. Folglich definiert Mainzer
(2019: 3) intelligente Systeme folgenderweise:

Ein System heifst intelligent, wenn es selbstindig und effizient Probleme 16sen
kann. Der Grad der Intelligenz hdangt vom Grad der Selbststandigkeit, dem Grad
der Komplexitat des Problems und dem Grad der Effizienz des Problemlosungs-
verfahrens ab.

Auf die drei genannten Intelligenzgrade eines Systems wird jetzt eingegangen:

(@)  Der Grad der Selbstandigkeit hangt von dem zu benutzenden System ab.
Eine Computeranwendung kann selbstdndig sein, wenn sie unabhangig
von anderen Ressourcen Probleme 16sen kann.

(b)  Der Grad der Komplexitat des Problems hangt von der Handlung selbst
ab. In diesem Sinne ist mit einer bunten Vielfalt von Situationen zu rechnen,
die den Komplexitdtsgrad erhohen konnen. Hier geht man davon aus,
dass die Benutzenden ein System zu Rate ziehen sollen, das zur Beant-
wortung ihrer Anfragen geeignet ist; z.B. ist von einem Korpus nicht zu
erwarten, dass es Definitionen liefert, wie von einem Worterbuch nicht
verlangt werden kann, dass es automatisch Texte generiert.

()  Der Grad der Effizienz des Losungsverfahrens hingt davon ab, ob ein
System in der Tat ein konkretes Problem l6sen bzw. eine konkrete Frage
angemessen beantworten kann. Bei der Bestimmung der Effizienz sind
der Wirkungsgrad (s. 5) und die Rolle der BenutzerInnen (s. 5) von ent-
scheidender Bedeutung.

Seitens der Lexikographie wird der Effizienzbegriff klar definiert. Laut Wiegand
(1998: 259) ist die Benutzungseffizienz als Resultat einer Addquatheit des Produk-
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tes (des Worterbuches) an die Bediirfnisse der Benutzerlnnen zu verstehen,
wozu die wissenschaftlichen Kenntnisse der Benutzenden und die Etablierung
der Konsultation eines Referenzwerkes als kulturelle Praxis einen grofSen Beitrag
leisten. Im Grunde genommen haben beide — die Lexikographie und die KI —
ein gemeinsames Prinzip: Man ist auf der Suche nach Lésungen fiir ein Problem
und benétigt dazu Mechanismen und Strategien. Im Gegensatz zu Menschen
stiitzen sich Maschinen jedoch auf Theorien menschlicher Denk- und Lern-
prozesse, und insbesondere auf die Nachbildung dieser Prozesse (vgl. 5). In
diesem Zusammenhang sei daran zu erinnern, dass die KI eine unvorstellbare
Menge an Daten analysieren kann und in der Lage ist, Muster und Daten auf
der Grundlage menschlicher Kommandos zu reproduzieren. Die konkrete Frage
lautet dann, inwiefern ein Gesprdch mit einem intelligenten System effizient
zur Losung eines sprachlichen bzw. lexikographischen Problems fiihren kann,
und das hangt vom Effizienzgrad des Losungsverfahrens ab. Den Effizienz-
begriff verstehen wir daher in der vorliegenden Arbeit auf zwei Weisen: zum
einen spricht die Datenmenge, iiber die ein System oder ein Nachschlagewerk
verfiigen, gewissermafien fiir einen héheren Wirkungsgrad (s. 5.4); zum anderen
gilt der Benutzertyp als Voraussetzung fiir die Effizienz des Problemldsungs-
verfahrens (s. 5.1 und 5.4). Begriffe wie ,Handlung” oder ,Handelnde” haben
unseres Erachtens Einfluss auf die Bestimmung des Intelligenzbegriffes und
auf die Problemlsung (s. 5).

4. Pilotexperimente mit ChatGPT
4.1 Zum Stand der Forschung

Seit der Entstehung von ChatGPT im November 2022 sind mehrere Unter-
suchungen veréffentlicht worden, die sich mit der Umsetzung dieses Chatbots
im Bereich der Lexikographie befassen. Einige dieser Studien (vgl. de Schryver
und Joffe 2023; Rundell 2023; Jakubi¢ek und Rundell 2023) vertreten die Ansicht,
dass eine menschliche Bewertung und Uberpriifung bei der Auffiihrung von
lexikographischen Tatigkeiten immer noch erforderlich seien, obschon Maschinen
die harte Arbeit — ndmlich die Programmierung und Formatierung lexiko-
graphischer Daten — bereits iibernehmen konnen. Andere Untersuchungen
(vgl. Nichols 2023; Barrett 2023, zit. nach de Schryver 2023) deuten darauf hin,
dass ChatGPT Informationen bieten konnte, die nicht vollkommen zuverlassig
sind und Verbesserungen erfordern, und dass das System zum Teil , halluzi-
niere”.

Aus quantitativer Sicht (vgl. Phoodai und Rikk 2023) vermag ChatGPT
jedoch eine bessere Leistung vorzuzeigen, denn das System ist in erster Linie
dazu trainiert, Textliicken zu erfiillen.

Die erwdhnten Arbeiten antworten teilweise auf die Fragen, die in der Ein-
fihrung (s. 1) gestellt wurden. Auflerdem kann zum einen festgestellt werden,
dass lexikographische Kenntnisse immer noch von Vorteil sind, weil Expertlnnen
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im Bereich der Lexikographie diejenigen sind, die die Aufgabe {ibernehmen,
die Antworten von ChatGPT auf lexikographisch-orientierte Fragen auszu-
werten (vgl. de Schryver 2023; Alonso-Ramos 2023). In dieser Hinsicht ist
anzumerken, dass der Mangel an Untersuchungen {iiber die Handlungen der
BenutzerInnen in-actu eklatant ist*. Zum anderen lasst sich feststellen, dass
ChatGPT in der Lage ist, lexikographische Tatigkeiten auszufiihren (vgl. de
Schryver und Joffe 2023; Tran et al. 2023), wenn auch die Prazision und die
Qualitdt der Ergebnisse etwas zu wiinschen tibrig lassen.

Daraus lasst sich schliefSen, dass die Benutzenden zu bewerten haben, wie
kohérent der Output der Maschine ist. Laien hitten noch Schwierigkeiten, ein
Prompt genauer zu erstellen. Im Falle einer lexikographischen Anfrage miissen
sie noch dazu iiber die notwendigen spezifischen Kenntnisse verfiigen. Hin-
gegen konnen Expertlnnen nicht nur zur Evaluation und zur akribischeren
Prompterstellung beitragen, sondern auch zur Verbesserung des Outputs. Das
kniipft an die Frage nach der Effizienz und Qualitédt bei der Generierung lexi-
kographischer Eintrdge seitens ChatGPT an.

Als eigene Textsorte miissen Worterbuchartikel>® — wie jeder Text —
Kohédrenz und Kohésion aufweisen. Das bedeutet, dass der Output von ChatGPT
einen gewissen Grad an inhaltlicher Verbindung und an textueller Organisa-
tion aufweisen muss. Wiegand (1996) erkldrt, dass Worterbuchartikel Teil des
lexikographischen Textes sind und sich wiederum in Textteile (wie z.B. Lemma-
zeichengestaltangabe oder Bedeutungsangabe) segmentieren lassen. Davon aus-
gehend stellen wir die Frage, inwiefern ChatGPT als zur Erstellung von Texten
trainiertes Sprachmodell einen lexikographischen Text mit einem bestimmten
Grad an Kohérenz und Qualitit (also Effizienz) verfassen kann. Im Folgenden
wird das statistische Verfahren (s. 4.2) vorgestellt und die Outputs der Pilot-
experimente (s. 4.3 und 4.4) angesichts ihres lexikographischen Wertes disku-
tiert.

4.2  Zur Methode und zur statistischen Auswertung

Zur Beantwortung der Frage, ob und inwiefern ChatGPT koharente lexiko-
graphische Texte produziert, sind zwei ChatGPT-Sessions fiir jede der beiden
Sprachen durchgefiihrt worden. Um die Ergebnisse quantitativ und qualitativ
vergleichen zu kénnen, haben wir nur ein Prompt ausgewahlt, denn wir streben
nicht an, das System zu trainieren oder den Prozess bis zur Erstellung eines zu-
friedenstellenden endgiiltigen Wérterbuchartikels zu evaluieren. Das vorgeschla-
gene Verfahren hat noch keine Aufmerksamkeit in der Fachliteratur gefunden,
es entspricht aber der Mehrzahl der moglichen Verwendungen dieses Chatbots
(s. Abbildung 1).

Die Auswahl des Deutschen und des Galicischen als Arbeitssprachen zielt
darauf ab, andere Sprachen als das Englische zu priifen, denn die meisten dem
System zugrundeliegenden Daten, mehr als 90% (vgl. Rundell 2023), sind
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lediglich auf Englisch verfiigbar. Es wird dadurch angestrebt, Einsichten in die
Datenbasis zu gewinnen, auf der das Sprachmodell ChatGPT trainiert wurde.

Analysiert wird konkret die ChatGPT-Antwort auf den Prompt , Erstelle
einen Worterbuchartikel fiir L”. Im galicischen Experiment musste zu dem
Prompt hinzugefiigt werden, dass das Ergebnis auf Galicisch erfasst werden
sollte (,,Crea un artigo lexicografico para L en galego”), weil sonst der Output
oft auf Portugiesisch oder eben auf Spanisch erfolgt.

Die Abfragen auf Deutsch wurden fiir folgende Lemma formuliert:
abgeben, abholen, abschlieflen, anbieten und anmachen. Es handelt sich um die fiinf
ersten trennbaren transitiven Verben der Goethe-Wortschatzliste zu A2. Fiir die
Analyse der Ergebnisse auf Galicisch wurden die fiinf im CORGA-Korpus
haufigsten transitiven Verben ausgewahlt: facer, dicir, dar, saber und querer.

Die in dieser Studie angewandten statistischen Methoden basieren auf der
Verarbeitung von n-Grammen®. Zum quantitativen Vergleich der Outputs der
zwei ChatGPT-Sessions werden zwei Metriken” umgesetzt: Jaccard und Dices.
Zum Vergleich der Outputs von der ersten Session in ChatGPT mit dem
jeweiligen Worterbuchartikel aus Referenzwdorterbiichern wird eine dritte
Metrik -ROUGE-N- herangezogen. Als Referenzworterbiicher gelten hier fiir
das deutschsprachige Experiment der DUDEN und fiir das Experiment mit
dem Galicischen das DRAG. Im Folgenden werden die Metriken sowie die
erzielten Ergebnisse angefiihrt:

— Der Jaccard-Ahnlichkeitskoeffizient dient als Metrik zur Bewertung der
Ahnlichkeit zwischen zwei Sets von n-Grammen und wird als Verhltnis
der Anzahl gemeinsamer n-Gramme zur Gesamtzahl der Elemente beider
Sets definiert. Der Text, der als Input gegeben wird, muss durch Leer-
zeichen tokenisiert werden und die Tokens werden in Sets umgewandelt,
welche die statistische Berechnung ermoglichen. Der Jaccard-Koeffizient
ergibt sich aus der Bestimmung von Schnittmengen und der Vereinigung
der Sets. Der Jaccard-Koeffizient wird hier als Prozentsatz ausgedriickt.

— Der Dice-Koeffizient dient ebenso als Metrik zur Messung der Ahnlichkeit
zwischen zwei Mengen. Zunachst werden die Texte durch Leerzeichen
tokenisiert und in Vektoren von Wortern umgewandelt. Diese Worter werden
dann in Sets transformiert, wodurch doppelte Worter entfernt werden.
Der Dice-Koeffizient wird berechnet, indem man die Anzahl der gemein-
samen Elemente verdoppelt und durch die Gesamtanzahl der Elemente
beider Sets teilt. Der resultierende Koeffizient liegt zwischen 0 und 1,
wobei 0 keine Ahnlichkeit und 1 vollstandige Ahnlichkeit bedeutet. Das
Ergebnis wird schliefilich als Prozentsatz ausgedriickt.

Tabelle 1 gibt einen umfassenden Einblick in die statistischen Ergebnisse beider
Verfahren. Die Prozentwerte verdeutlichen, in welchem Ausmaf ein Ahnlich-
keitsverhalten zwischen den Outputs der beiden ChatGPT-Sitzungen festzu-
stellen ist. Jede Zeile in der Tabelle bezieht sich auf die Worterbuchartikel, die
ChatGPT in den beiden Sitzungen fiir jedes ausgewdhlte Lemma generiert hat.
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Als Beispiel fiir eine angemessene Interpretation der Daten ldsst sich beobach-
ten, dass im Fall des Lemmas abgeben eine Ahnlichkeit von 15,67% (Jacard) und
27,09% (Dice) zwischen dem Worterbuchartikel der Sitzung 1 und dem der
Sitzung 2 besteht. AuSerdem wird in der letzten Zeile der Durchschnitt der
Ahnlichkeit fiir jede Metrik und fiir jede Sprache angegeben.

Pilotexperiment: Pilotexperiment:
Deutsch Galicisch

Jaccard Dice Jaccard Dice
abgeben 15,67% 27,09% 14,21% 24,88% facer
abholen 22,40% 36,61% 14,01% 24,59% dicir
abschlieflen 20,79% 34,42% 12,89% 22,83% dar
anbieten 20,39% 33,86% 12,50% 22,22% saber
anmachen 19,30% 32,35% 13,19% 23,3% querer

19,71% 32,87% Durchschnitt 13,36% 23,56%

Tabelle 1:  Ahnlichkeitsverhalten zwischen den Outputs der zwei ChatGPT-
Sitzungen

Die Ergebnisse weisen eine konsistente Tendenz auf, bei der der Jaccard-Koeffi-
zient stets niedrigere Werte im Vergleich zum Dice-Koeffizienten anzeigt. Daraus
ergibt sich, dass die Distanz zwischen den Jaccard- und Dice-Werten konstant
oder zumindest dhnlich ist. Die konsistente Beziehung zwischen den beiden
Koeffizienten bedeutet, dass die statistischen Verfahren angemessen angewandt
worden sind. Auf der Grundlage des Pilotexperiments mit der deutschen Sprache
stellt sich heraus, dass die erzielten Prozentsitze hoher ausfallen, und dies veran-
schaulichen bereits die durchschnittlichen Ergebnisse: Beim Pilotexperiment
mit dem Deutschen liegen die Werte bei 19,71% (Jaccard) und 32,87% (Dice),
wahrend die Werte im Experiment mit dem Galicischen 13,36% (Jaccard) und
23,56% (Dice) betragen. Die hoheren Ergebnisse konnten mit einer umfassenderen
Datengrundlage zusammenhéngen, die fiir eine prazisere Modellierung und Text-
produktion sorgt.

Aus dieser quantitativen Analyse lasst sich ebenfalls folgern, dass der Effi-
zienzgrad von ChatGPT gering ist. Dies ist auf mehrere Faktoren zuriickzu-
fithren. Ein entscheidender Faktor ist die mangelnde Konstanz im generierten
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Output. Die Unbestandigkeit in den erzeugten Texten kann zu Inkonsistenzen in
der Qualitat fithren und erschwert eine zuverldssige Leistungsbewertung (s. 5.3).
Dies konnte auf Schwéchen im Trainingsprozess oder in den Modellparametern
hinweisen, die zur Gewahrleistung einer stabilen und konsistenten Ausgabe
eine Uberpriifung und Anpassung erfordern. Dieses Verfahren erméoglicht den-
noch Einblicke in die Trainingsdaten, wobei man feststellen kann, dass die Daten,
mit denen ChatGPT trainiert wurde, {iber weniger lexikographischen Text bzw.
lexikographischen Textsorten verfiigen. Auflerdem miissen Benutzende den
vom ChatGPT generierten Output bewerten (kdnnen), was zu einem erhdhten
zeitlichen Aufwand fiihrt und was die Benutzerfreundlichkeit des Systems beein-
trachtigen kann. Die quantitativen Ergebnisse deuten zusammenfassend bei den
beiden analysierten Sprachen darauf hin, dass ChatGPT bei lexikographischen
Anfragen nicht prizise genug ist.

Die qualitativen Ergebnisse der Jaccard- und Dice-Metriken sind nicht das
einzige entscheidende Bewertungskriterium, denn neben diesem wird die
ROUGE-N-Methode eingesetzt, die eine effektive quantitative Auswertung der
automatischen Textgenerierung im Vergleich zu Referenztexten ermoglicht®.
Die ROUGE-N-Methode bietet eine Evaluierung der Textiibereinstimmung an,
insbesondere im Kontext der automatischen Textzusammenfassung. Hierbei
erfolgt eine Tokenisierung der Texte in n-Gramme, die als Sets représentiert
werden, um Duplikate zu eliminieren. Nach der Berechnung mathematischer
Algorithmen fungieren die resultierenden F1-Score-Werte als quantitatives Mafs
fiir die Qualitat automatisch von ChatGPT generierter Texte im Vergleich zu
lexikographischen Referenztexten (in diesem Fall dem DUDEN und dem DRAG
entnommen). Die Berechnung erfolgt durch die Uberlappung von Uni-
grammen zwischen den Texten, wobei die ROUGE-1-Metrik F1-Score fiir die
Ahnlichkeit ermittelt wird. Dies dient als Kriterium zur Beurteilung der Quali-
tat automatisch generierter Texte. Zur Berechnung der n-Gramme und der
Metriken werden die gesamten Worterbuchartikel des DUDEN und DRAG
genommen!0.

Tabelle 2 bietet einen Gesamtiiberblick iiber die statistischen Ergebnisse
der Textiibereinstimmung zwischen dem von ChatGPT generierten lexikogra-
phischen Text und den Worterbuchartikeln aus den ausgewahlten Referenz-
worterbiichern.

Die Ergebnisse der ROUGE-N-Metrik zeigen, dass die Ahnlichkeit zwischen
den generierten ChatGPT-Texten und den Referenztexten gering ist, wobei
nahezu so gut wie keine Ubereinstimmung festzustellen ist. Der durchschnitt-
liche Wert bei ROUGE-N fiir das Deutsche ist eine Ubereinstimmung zwischen
dem Worterbuchartikel aus ChatGPT und dem aus Duden von 5,6%; im Falle
des Galicischen betrédgt sie 6,46%. Diese niedrigen ROUGE-N-Werte kénnten
mit Schwéchen im Modelltraining, in den Daten oder in den Parametern zusam-
menhingen, die die Fahigkeit des Systems beeintrachtigen, relevante lexiko-
graphische Informationen addquat zu extrahieren und wiederzugeben.
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Pilotexperiment: Pilotexperiment:

Deutsch Galicisch

ROUGE-N ROUGE-N
abgeben 4,95% 5,27% facer
abholen 6,27% 7,02% dicir
abschlieflen 4,72% 4,76% dar
anbieten 6,90% 6,67% saber
anmachen 5,17% 8,58% querer

5,60% Durchschnitt 6,46%

Tabelle 2: Ubereinstimmung zwischen dem generierten lexikographischen
ChatGPT-Text und den Worterbuchartikeln aus Referenzworter-
blichern

Insgesamt lésst sich festhalten, dass die Jaccard-, Dice- und ROUGE-N-Werten
niedrig sind und dartiber hinaus, dass das System aus quantitativer Sicht nicht
effizient ist (s. 5.4). Dies scheint auf eine potenzielle Begrenzung des lexiko-
graphischen Wissens des Systems hinzuweisen, da die niedrigen Prozentwerte
auf eine geringe Ubereinstimmung zwischen den generierten Texten und den
erneut generierten Texten oder den Referenztexten hindeuten. Ein weiterer
Aspekt, der in Betracht gezogen werden sollte, ist die Beriicksichtigung der
gesamten Mikrostruktur der Texte anstelle spezifischer Textabschnitte. Diese
Herangehensweise ermdglicht eine umfassendere Bewertung der generierten
Inhalte und kann zu niedrigeren prozentualen Ergebnissen im Vergleich zu
dem Fall fiihren, in dem ein spezifischer Textteil (wie z.B. die Bedeutungs-
angabe oder die Beispielangabe) isoliert ausgewahlt worden ist.

Weiterhin kann neben den quantitativen Ergebnissen eine qualitativ aus-
gerichtete Analyse der Textteile einen tieferen Einblick in den Effizienzgrad des
Systems gewahrleisten. Dazu setzen wir uns in 4.3 und 4.4 mit der Bewertung
von spezifischen Textteilen und Aspekten der generierten Texte wie Kohdrenz
oder Relevanz auseinander.

4.3 ChatGPT als Verfasser von Worterbuchartikeln im Deutschen

Zur Auswertung des Inhalts und der Outputs!! achten wir auf die unterschied-
lichen Textteilen — lexikographischen Angaben — in der Antwort von ChatGPT.
Konkret setzen wir uns mit der Analyse der Angaben auseinander, die nach



http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1951 (Volle uitgawe / Full volume)
http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1879 (Article)

64 Ivan Arias-Arias, Maria José Dominguez Vazquez und Carlos Valcarcel Riveiro

Engelberg und Lemnitzer (2009: 135) wie folgt definiert werden: ,die funktiona-
len Textsegmente, die in einer Angabebeziehung zu bestimmten Elementen [...]
stehen und die es dem Benutzer ermdglichen sollen, aus ihnen bestimmte Informa-
tionen iiber den Worterbuchgegenstand zu gewinnen.”

Die hier diskutierten Angabeklassen beziehen sich grundsétzlich auf die
inhaltliche Form der ausgewdhlten sprachlichen Einheiten. Die Textsegmente,
deren Funktion darin besteht, die innere Zugriffsstruktur des lexikographischen
Werkes deutlicher zu konzipieren, werden ausgeklammert. Die Ergebnisse lauten
wie folgt:

(i) Lemmazeichengestaltangabe: Diese Angabe kommt in den zwei Sessions
in derselben Form vor (,, Worterbuchartikel: L”). Anzumerken ist dennoch,
dass in der ersten ChatGPT-Session diese Angabe grofier gedruckt wird.

(i)  Wortartangabe: Diese Angabe tritt in den zwei Sessions auf und ist immer
richtig vorgegeben, denn die ausgewéahlten Worter gehdren zur Wortart
der Verben. In der ersten Session wird diese Angabe fettgedruckt und in
der zweiten Session ist die Wortartangabe kursiv hervorgehoben.

(iif)  Ausspracheangabe: Diese Angabe wird nur in der zweiten Session prasen-
tiert und erfolgt durch die Verwendung der IPA-Transkription, die zudem
mit dem entsprechenden Akzent versehen wird. Die Darstellung der
phonetischen Transkription ist richtig. Die Tatsache, dass diese Angabe
nicht in jeder Session vorgestellt wird, lasst sich als eine der Schwéchen
des Systems verstehen.

(iv) Bedeutungsangabe: Die Bedeutungen und die verschiedenen Lesarten
der ausgewdhlten Lemmata sind in den zwei Sessions vorhanden, aber
werden in unterschiedlicher Form préasentiert. In der ersten Session werden
zundchst sehr allgemeine Informationen angeboten: , Das Verb L hat ver-
schiedene Bedeutungen, abhingig vom Kontext, in dem es verwendet
wird”. Erst nach dieser wenig aussagekriftigen Paraphrase werden die
unterschiedlichen Lesarten aufgelistet, aber die Formulierungen bediirfen
einer menschlichen Uberpriifung, da diese gelegentlich wenig semantisch-
basiert sind. Folgendes Beispiel veranschaulicht dies: die dritte Lesart
des Verbs abholen lautet , jemandem von einem Ort abholen”.

In der zweiten Session wird keine allgemeine Definition vermittelt und
die Lesarten werden durchnummeriert und vorgestellt. Die Formulierungen
der Definitionen sind auch Kritik bediirftig, weil die Semantik hier wieder
im Hintergrund steht. Ein Beispiel dafiir ist die fiinfte Lesart des Verbs
abschlieflen: ,,etwas beenden, indem man es abschliefit [...]“. Im Fall der
zweiten Session kommt als letzter Textteil ein Abschnitt vor, der , Ver-
wendung” genannt wird und darunter fallen allgemeine Erklarungen
hinsichtlich der Bedeutung der Lemmata: ,Das Verb L wird in verschie-
denen Kontexten verwendet [...]. Es findet Anwendung im Alltag, in
formellen und informellen Gesprédchen, im Handel, im Geschiftsleben,
im Tourismus und vielen anderen Bereichen des tédglichen Lebens”.
Solche allgemeinen Erlduterungen sind auch in der ersten Session unter
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der Uberschrift ,zusitzliche Informationen” vorhanden: , Das Verb L ist in
der deutschen Sprache allgemein gebrduchlich und vielseitig einsetzbar”.

(v)  Flexionsangabe: Diese Angabe wird ausschliefilich wahrend der ersten
Session erstellt. Dabei liegt der Fokus auf der Darstellung des Flexions-
paradigmas der Verben im Pridsens und Préteritum. In Worterbiichern
wird normalerweise das Flexionsparadigma nicht in seiner vollstaindigen
Form angegeben, sondern lediglich durch drei Formen représentiert:
Prasens (3. Person Singular), Préteritum (3. Person Singular), Partizip
Perfekt.

(vi) Beispielangabe: Beispielsitze, die die Verwendung der Lemmata veran-
schaulichen, werden in den zwei Sessions vorgelegt, aber ihre Darstel-
lung weicht in den beiden Sessions voneinander ab. In der ersten Session
werden Beispielsitze unter der Uberschrift , Verwendungsbeispiele” ange-
boten, aber sie werden nicht einer bestimmten Lesart zugeordnet. Bei
jeder Lesart ist auch jeweils ein Beispielsatz vorhanden. In der zweiten
Session hingegen tritt unter jeder Lesart ein Beispielsatz auf, der das
kombinatorische Verhalten des Lemmas darstellt. Die Generierung
dieser Beispielsitze ist oft wenig hilfreich und erklarend, da die Kombi-
natorik der Lemmata nicht deutlich dargestellt wird. Es kommen Beispiel-
sitze wie folgende vor: ,Sie hat sich in ihn verliebt und macht ihm
Avancen” (Session 1, Le20mma: anmachen)!? oder ,Der Klempner muss
die Rohre richtig abschliefen, um Lecks zu vermeiden”. (Session 2,
Lemma: abschliefen).

(vii) Synonymen- und Antonymenangaben: In beiden Sessions werden Syno-
nyme und Antonyme zu den entsprechenden Lemmata angegeben, aber
es erscheinen meist unterschiedliche Synonyme und Antonyme bei jeder
Session, und deren Anzahl ist in der zweiten Session hoher als in der
ersten. Sogar Funktionsverbgefiige erscheinen als Synonyme.

(vili) Wortfamilienangabe: In der zweiten Session kommt ein Textteil vor, der
,verwandte Begriffe” genannt wird. Dort werden immer zwei Sub-
stantive angegeben, die von dem entsprechenden Verb abgeleitet sind.
Das erste Nomen verweist immer auf die durch das Verb beschriebene
Handlung (,Abgabe”, ,, Abholung”, , Abschluss” usw.), wahrend sich das
zweite Substantiv auf eine Person bezieht, die die Handlung vollzieht
(, Abgebender”, ,Abholer”, ,Anbieter” usw.).

(ix) Etymologische Angabe: Diese Informationen werden in den zwei Sessions
geliefert, aber die vermittelten Informationen sind unterschiedlich. Als
Beispiel dient der Fall des Verbs abgeben, das der ersten Session zufolge
aus dem Prafix ab und dem althochdeutschen gében stammt und das laut
der zweiten Session dem mittelhochdeutschen abegeben entstammt. In
der ersten Session wird der Ursprung der Verben auf das Althoch-
deutsche zuriickgefiihrt, wogegen der Gebrauch derselben Lemmata laut
der zweiten Session erst ab dem 16. und 17. Jahrhundert dokumentiert
wurde.
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Insgesamt lésst sich schliefien, dass die angebotenen Informationen nicht konstant
sind und dass sie sich teilweise widersprechen. Das deutet auf einen geringen
Effizienzgrad des Systems hin, denn zur Erschlieffung sprachlicher Kenntnisse
dank des generierten lexikographischen Texts ist eine Uberpriifung in anderen
Quellen erforderlich. Ein Vergleich mit den entsprechenden Wérterbuchartikeln
im DUDEN weist ebenso darauf hin, dass die Mikrostruktur der lexikogra-
phischen Artikel im Referenzworterbuch fixiert ist und dass dieselben Textteile
in derselben Reihenfolge auftreten. ChatGPT bietet Informationen an, die zum
Teil von denen im DUDEN abweichen.

4.4 ChatGPT als Verfasser von Worterbuchartikeln im Galicischen

Kommen wir nun zum Experiment mit Galicisch als Metasprache'. Um es vor-
wegzunehmen: Das System von ChatGPT betrachtet das Galicische nicht
immer als eigenstandige Sprache, denn Textteile in der Antwort werden meist
auf Portugiesisch und zum Teil auch auf Spanisch verfasst.

Auffillig beim Pilotexperiment mit Galicisch ist, dass im Output immer
eine Einfiihrung und eine Schlussfolgerung stehen. Offenbar hat ChatGPT das
Wort , Artikel” hier im Sinne von ,Aufsatz’ verstanden, und deswegen neigt
das System dazu, die Informationen ohne Kondensierung anzuordnen und mit
einer gewissen Struktur vorzustellen. In den zwei Sessions kommen zum Beispiel
Einfiihrungen wie die folgende zustande:

A palabra L é unha das palabras mais poderosas e frecuentes na lingua galega.
Co seu uso tan comun, € esencial comprender a sia ampla gama de significados
e usos. Neste artigo lexicografico, exploraremos a palabra L en galego, analizando
as stas multiples acepciéns, construcions gramaticais e exemplos de uso.!
(Session 1)

Nach der Beschreibung der Textteile, auf die wir gleich eingehen werden, kom-
men Schlussfolgerungen wie die folgende vor:

O verbo L é um elemento central na lingua galega devido a sua versatilidade e
importancia na comunicacdo. Sua conjugagdo e usos variados tornam-no uma
ferramenta essencial para expressar uma ampla gama de acdes, causas e estados
de coisas. E uma palavra que transcende a gramatica e se torna uma parte
integrante da vida cotidiana para os falantes galegos, contribuindo para a
riqueza e diversidade desta lingua.l> (Session 2)

Folgende mikrostrukturelle Textteile treten in den generierten galicischen Wor-
terbuchartikeln von ChatGPT vor:

(i) Lemmazeichengestaltangabe: Diese Angabe kommt in den zwei Sessions
in Form einer kreativen Uberschrift vor. In der Session 1 werden die
Worterbuchartikel mit einem Titel versehen (iibersetzt: , L — eine lexiko-
graphische Analyse auf Galicisch”), wihrend die Uberschriften in der
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zweiten Session eher kreativ und attraktiv sind (tibersetzt: , L — das viel-
seitige Verb der galicischen Sprache”).

(i)  Bedeutungsangabe: In der ersten Session werden die Lesarten der Lem-
mata durchnummeriert und getrennt angegeben. Die erste Lesart wird
,primére Bedeutung” genannt. Die Definitionen beginnen immer mit der
Formulierung ,Bedeutung von...”, was in der lexikographischen Praxis
nicht tiblich ist. In der zweiten Session wird eine einzige Definition ange-
geben, die normalerweise auf mehrere Lesarten Bezug nimmt. Bei der
Erfassung der Definitionen werden hédufig wenig aussagekriftige Informa-
tionen geliefert: ,E um dos verbos mais comuns e essenciais na lingua
galega, desempenhando um papel fundamental na comunicagéo e trans-
missdo de informagdes”16. Hinzu sollte noch erganzt werden, dass die
Lesarten der Lemmata in der Session 2 unter der Uberschrift ,hiufige
Verwendungen” verzeichnet werden.

(iii) Flexionsangabe: Diese Angabe kommt in beiden Sessions vor; in der ersten
Session wird erkldrt, dass die Verben in allen Tempora konjugiert werden
konnen. Beispiele von vier Tempora (Prasens, zwei Formen des Prateri-
tums, Futur) werden geboten. In der zweiten Session hingegen werden
die Verben im Présens vollstdndig konjugiert.

(iv) Idiomangabe: In der ersten Session ist ein Textteil vorhanden, in dem idio-
matische Redewendungen aufgelistet werden. Eine menschliche Uber-
priifung zeigt aber, dass nicht alle als Idiome aufgefasst werden konnen.
Beispiele davon sind ,saber a algo” (,nach etwas schmecken’) oder ,dicir
unha mentira piadosa” (,eine Notliige erzéhlen’).

(v)  Beispielangabe: Es wird kein Textteil erzeugt, in dem Beispielsétze syste-
matisch den Gebrauch eines Lemmas beschreiben. Auf jede Lesart folgt
aber in der ersten Session eine Liste von , Beispielen”, die teilweise die Ver-
wendung der lexikalischen Einheiten veranschaulichen. Einige dieser Bei-
spiele fungieren unserer Ansicht nach als Kollokationen in der galicischen
Sprache: , dar un paseo” (,einen Spaziergang machen’) oder , dar consello”
(,Ratschldge geben’).

(vi)  Angabe der diatopischen Variation: In der zweiten Session werden Informa-
tionen hinsichtlich der diatopischen Variation gegeben, aber es handelt
sich um keine genauen Informationen, die Bezug auf die Variation eines
bestimmten Lemmas nehmen. Dieser Teil halt fest, wie varietatenreich
die galicische Sprache ist.

Vergleicht man diese Informationen mit der Struktur des DRAG, stellt man
fest, dass beim Output keine Systematisierung hinsichtlich der Anordnung,
Gliederung und Beschreibung der Textteile existiert. Ahnlich wie im Fall des
deutschen Experiments fehlt es an konstanten Informationen, was zu einem
mangelnden Effizienzgrad fiihrt. Die Unbestandigkeit oder das Fehlen von
konstanten bzw. kohdrenten!” Daten beeintrachtigt mafigeblich die Wirksamkeit
des Systems, da eine zuverladssige Grundlage fiir Entscheidungen in der lexiko-
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graphischen Beschreibung fehlt. Dieser Mangel an Stabilitdat kann potenziell zu
Unsicherheiten und ineffizienten Ablaufen auf der Seite der BenutzerInnen
fiihren.

5. Gesamtanalyse der Ergebnisse

Im letzten Abschnitt sollen die Hauptergebnissen der Untersuchung ausge-
fiihrt werden, die unausgesprochen auf die Unterscheidung zwischen der Lexi-
kographie und den Sprachmodellen bzw. der kiinstlichen Intelligenz hindeuten.

51 Handlung und Handelnde

Einige Inkonsistenzen bei den Ergebnissen von ChatGPT lassen sich durch die
Handlung und die Handelnden erldutern. Beim Erstellungsprozess eines lexi-
kographischen Werkes ist der/die Lexikograph/in (oder ein Laie, wie bei einigen
kollaborativen Werken) als das denkende Agens zu verstehen. Was die Benutzung
betrifft, ist bei der Lexikographie der primédre Adressat der Handlung ein mensch-
lich denkendes Wesen, der sekundare Adressat eine Maschine (s. Abbildung 2).
Im Falle der KI konzipiert ein/e Entwickler/in von Computersystemen und
Software ein intelligentes System. Bei der KI ist unseres Erachtens der primare
Adressat ein nicht denkendes Wesen — eine Maschine —, sekundare Adressaten
sind wieder Maschinen, aber auch Menschen. Unangesprochen agieren die pri-
miéren und sekundédren Adressaten in Hinblick auf die Denkprozesse anders
(wenn die Rede iiberhaupt in allen Fillen von Denkprozessen sein kann).

Handelnde und Handlungsadressaten

I
l l

LEXIKOGRAPHIE KUNSTLICHE INTELLIGENZ
Lexikograph L[> Menschlicher Adressat Entwickler — Maschine
Maschinen Menschlicher Adressat
Maschinen

Abbildung 2: Handelnde und Adressaten in der Lexikographie und der KI
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Zieht man die Unterscheidung zwischen Computerlexikographie und com-
putergestiitzten Lexikographie in Betracht, ist das vorangehende Schema wie
folgt weiter zu erganzen:

‘ Handelnde und Handlungsadressaten ‘

LEXIKOGRAPHIE KUNSTLICHE INTELLIGENZ
Lexikograph [ > Menschlicher Adressat Entwickler — > Maschine
“ v.. ’ 4
Maschinen T . Menschlicher Adressat
’ Maschinen

COMPUTERGESTUTZTE LEXIKOGRAPHIE .COMPUTERLEXIKOGRAPHIE

1 I 1 | Tl

Menschliches Team Menschlicher Adressat Menschliches Team IVi.aschine

Abbildung 3: Handelnde und Adressaten in der Computerlexikographie, der
computergestiitzten Lexikographie und der KI

Sowohl Lexikographlnnen'® als auch menschliche BenutzerInnen' von lexiko-
graphischen Ressourcen mochten Antwort auf eine Frage finden. In diesem
Zusammenhang stellen das lexikographische Team sowie die menschlichen
BenutzerInnen Hypothesen auf. Im Falle der KI wird die einzige kognitive
Hypothesenbildung vom Entwicklungsteam und von sekunddren mensch-
lichen BenutzerInnen hergestellt. Maschinen per se bilden keine Hypothese:
Intelligente Systeme verarbeiten auf der Grundlage von Algorithmen Daten
und in Anlehnung daran bieten sie ein Output. Kreativ — im Sinne von kogni-
tiven Prozessen — sind sie aber nicht.

Dies lésst sich bei dem Output in den ChatGPT-Sessions (s. 4.3 und 4.4)
beobachten. Das System aktiviert bei der Beantwortung des Prompts einen
konkreten Wissensbereich. Wenn nicht geniigende Informationen vorhanden
sind, dann wendet ChatGPT Ahnlichkeitsprinzipien an; das erklart, warum es
in den galicischen Antworten auf das Portugiesische oder auf das Spanische
zuriickgreift. Diese Ergebnisse lassen sich angesichts der Angemessenheit hin-
sichtlich der Kohédrenz, Kohédsion oder Textsortenspezifizitit nur von einem
menschlichen Agens evaluieren® (vgl. Effizienz in 5.4). Diese kognitive Evalua-
tionshandlung erlaubt den Schluss, dass die von ChatGPT generierte Antwort
im Galicischen hinsichtlich , Worterbuchartikel” auf ,, Artikel” im Sinne von
,Abhandlung, Aufsatz’ zuriickgeht (vgl. 4.4). Dies erkldrt die ChatGPT-Ver-
mittlung der Informationen in vollstindigen Absétzen in wissenschaftlicher



http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1951 (Volle uitgawe / Full volume)
http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1879 (Article)

70 Ivan Arias-Arias, Maria José Dominguez Vazquez und Carlos Valcarcel Riveiro

Form, was der lexikographischen Tradition eher widerspricht: In Worterbuch-
artikeln wird jedem Textteil eine Funktion zugewiesen und die Information
wird meist kondensiert.

5.2  Der genuine Zweck und der Intelligenzbegriff

Zur Auseinandersetzung mit dem Intelligenzbegriff sei an den genuinen Zweck
eines Worterbuches erinnert:

Der genuine Zweck eines Worterbuches besteht darin, dass es benutzt wird,
um anhand lexikographischer Daten in den Teiltexten mit dufSerer Zugriffsstruk-
tur [...] Informationen zu denjenigen Eigenschaftsauspragungen bei sprach-
lichen Ausdriicken zu erschlieflen, die zum jeweiligen Worterbuchgegenstand
gehoren. (Wiegand 1998: 299)

Ubertragt man diese Definition auf intelligente Systeme, kommt man zur Schluss-
folgerung, dass der ,,genuine Zweck” eines intelligenten Systems darin besteht,
anhand einer groflen Datenmenge und nach einer Phase maschinellen Lernens
Handlungen teilweise auszufiihren, die Menschen bei unterschiedlichen Akti-
vitdten unterstiitzen konnen. Derartige Systeme haben aber keineswegs die
Absicht, lexikographisches Wissen zu vermitteln, und ihre Benutzung als Nach-
schlagewerke gewdhrleistet nicht, dass die Benutzenden Einsichten in das
sprachliche Verhalten einer gewissen lexikalischen Einheit oder in die Worter-
buchartikel als Textsorte gewinnen. Das ldsst sich bei der Analyse der Ergeb-
nisse in vorangehenden Abschnitten beobachten.

5.3  Daten: Prisentation, Systematisierung und Qualitit

Die Pilotexperimente zeigen, dass eine Systematisierung im Output von
ChatGPT fehlt und dass das System auf wenigen lexikographischen Texten
trainiert wurde. Die Metriken (s. 4.2) weisen eine geringe Ahnlichkeit zwischen
den Outputs in den zwei Sitzungen auf, die sich auch bei der qualitativen
Analyse nachweisen ldsst. Hinsichtlich dieser mangelnden Einheitlichkeit ver-
treten Jakubicek und Rundell (2023) die Ansicht, dass ChatGPT keine festgeleg-
ten Kriterien hat. Das lasst sich z.B. an den generierten Daten der mikrostruk-
turellen Textteile beobachten, indem die Lemmazeichengestaltangabe und die
Bedeutungsangabe die einzigen regelmédfiig vorhandenen Angaben sind. Es
lasst sich vermuten, dass diese die einzigen bestandigen lexikographischen
Textteile in den Trainingsdaten vom ChatGPT darstellen. Dennoch sind die
Output-Unterschiede in den beiden analysierten Sprachen nicht zu tibersehen
(vgl. 4.3 und 4.4). Dies geht unseres Erachtens darauf zuriick, dass die meisten
Daten im Chatbot auf Englisch sind (vgl. Jakubi¢ek und Rundell 2023), dass das
System crosslingual operiert und dass es auf wenigen Daten auf Galicisch
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beruht. Beziiglich der Datenqualitat sei hier zu betonen, dass die Mehrheit der
identifizierten Fehler auf der semantischen Ebene zu verorten ist.

5.4  Effizienzgrad und Losungsverfahren

Die wenig systematisierten und begrenzt einheitlichen Outputs machen deut-
lich, dass das Verfahren zur Losung lexikographischer Probleme bzw. Fragen
bei ChatGPT nicht effizient ist (vgl. Radford et al. 2018): Je nach Kontext und
bedingt durch das vorherige Gesprach mit den BenutzerInnen antwortet
ChatGPT anders auf die Fragen. Das bedeutet dann, dass der Effizienzgrad
intelligenter Systeme nicht nur nach der Datenmenge evaluiert werden kann
(vgl. Phoodai und Rikk 2023).

Zur endgiiltigen Evaluation des Effizienzgrades muss aufierdem die Rolle
der Benutzenden in Erwagung gezogen werden. Benutzende/Handelnde agieren
nicht passiv, denn sie wollen sich neue Informationen erschliefen. Die denkenden
Handelnden — sowohl Lexikographlnnen als auch BenutzerInnen — kénnen
die angebotenen Informationen auswerten und der Handlung entsprechend
agieren. Unterscheidet man zwischen Laien und Expertlnnen?!, wird der Effi-
zienzgrad des Problemldsungsverfahrens davon abhidngen, wie kundig ein
bestimmter Benutzer oder eine bestimmte Benutzerin ist. Folglich kann ein/e
erfahrene/r Benutzer/in imstande sein, sich die Informationen zu erschliefen,
die vom intelligenten System geliefert werden. Hingegen kann ein/e unkundige/r
Benutzer oder Benutzerin — zum Beispiel ein/e Sprachlernende/r mit begrenzter
Sprachkompetenz— nicht validieren, ob die Informationen den Tatsachen ent-
sprechen oder nicht.

6. Zusammenfassung

Neben der quantitativen und qualitativen Evaluation befasst sich der Aufsatz
auch mit Gemeinsamkeiten und Unterschieden zwischen der Lexikographie
und der kiinstlichen Intelligenz, somit werden nicht nur der Effizienzbegriff im
Sinne des Wirkungsgrades und der Dateninterpretation, sondern auch der
Intelligenzbegriff, die Handlung und die Handelnden bei kognitiven Prozessen
diskutiert.

Die Analyse von ChatGPT als hilfeleistendem Werkzeug bei einem lexiko-
graphischen Projekt ist nicht das Ziel der Untersuchung. Aus diesem Grund ist
das Chatbot mit unterschiedlichen Prompts nicht traniert worden. Offene Fragen
fur kiinftige Studien bestehen in der Interaktion zwischen der Lexikographie
und ChatGPT, z.B. inwiefern die Lexikographie zwecks der Uberarbeitung und
Anpassung generierter Worterbuchartikel von diesem Chatbot profitieren kann.
Es ist festgestellt worden, dass ChatGPT iiber Daten beziiglich der Textsorte
,Worterbuchartikel” im Deutschen und im Galicischen nicht verfiigt. Die Daten-
verftigbarkeit bei anderen Sprachen bedarf einer weiteren Untersuchung.

Insgesamt lasst sich festhalten, dass zurzeit ChatGPT die lexikographische
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Arbeit nicht ersetzen kann: ChatGPT kann nicht als Garant fiir das kulturelle und
sprachliche Kulturerbe gelten, es gilt nicht als ein kultureller, sozialer, normativ-
linguistischer und sogar rechtlicher Bezugspunkt.

Diese Studie zeigt, dass heutzutage die Lexikographie von der kiinstlichen
Intelligenz nicht ersetzbar ist, denn die KI kann eine vollstindige lexiko-
graphische Tatigkeit nicht ausfiihren. Das ist eben nicht ihr Ziel. Beide weisen
unterschiedliche Aktoren, Handlungen, Forschungsgegenstdnde, Analysever-
fahren, Ziele und Ergebnisse auf.
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Endnoten

1. ChatGPT ist ein von OpenAl entwickelter Chatbot, der Antworten in natiirlichen Sprachen
generieren kann. In dieser Studie arbeiten wir lediglich mit der kostenfreien Version 3.5.

2. Im Bereich der KI und der natiirlichen Sprachverarbeitung spricht man von Prompt, um
eine Eingabeaufforderung zu benennen, die ein Mensch an ein System — in diesem Fall an
ChatGPT — richtet und die den Chatbot dazu veranlasst, eine Antwort zu generieren.

3. Weitere Beispiele sind Kabashi (2018) und Delli Bovi und Navigli (2017).

4. Eine Ausnahme bilden Miiller-Spitzer et al. (2018). Sie beziehen sich aber auf die Verwendung
von online Sprachressourcen, nicht konkret auf ChatGPT.

5. Im WLWEF-4 (2020: 120) wird unter ,Worterbuchartikel” das Folgende verstanden: ,,aus der
geordneten Menge von Textelementen und/oder Textbausteinen bestehender Textteil des
Worterverzeichnisses, fur den das Lemma obligatorisch ist und in dem mindestens eine
Eigenschaft des Lemmazeichens beschrieben oder angefuihrt wird.”

6.  n-Gramme sind aufeinanderfolgende Wortsequenzen, wobei 1 die Fenstergrofie der Sequenzen
kodjiert. Es bestehen bereits lexikalische Ressourcen und Systeme, die linguistische Daten auf
der Grundlage von n-Grammen verarbeiten und darstellen (vgl. Wolfer et al. 2023).

7. Diese Metriken werden auch zur Analyse der Ahnlichkeit von zwei Texten herangezogen
(vgl. Stefanovic et al. 2019).

8. Auf Anfrage stellen wir den R-Code zur Berechnung der Ahnlichkeitskoeffizienten Jaccard,
Dice und ROUGE-N zur Verfiigung.

9. Diese Methode wurde auch in anderen Studien lexikographischer Art (vgl. Phoodai und
Rikk 2023) angewandt.
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10.  Fiir unsere Belange muss gepriift werden, in welchem Ausma8 eine Ahnlichkeitstendenz
zwischen den gesamten Worterbuchartikeln festzustellen ist. Nimmt man spezifische Text-
teile (wie etwa die Definition), kénnte das Verhalten auf einen hoheren Grad von Ahnlichkeit
verweisen.

11.  Die zugrundeliegenden ChatGPT-Sessions sind unter folgenden Links abrufbar:

(@)  Session 1: https://chat.openai.com/share/9¢89990d-7e65-4173-9578-d8e613b3a880
(b)  Session 2: https://chat.openai.com/share/c087e4f4-2069-4605-aead-268c9ealcd47.

12.  Es ist hier erwdhnenswert, dass im Beispiel nicht einmal das beschriebene Lemma vor-
kommt.

13.  Die ChatGPT-Sessions mit Galicisch als Metasprache sind unter folgenden Links abrufbar:
(a)  Session 1: https://chat.openai.com/share/0ec3c864-0508-4cef-b8d5-c93c43e05c3e,

(b)  Session 2: https://chat.openai.com/share/55313ca3-90dc-4fcf-9dbb-36721b03ee7e.

14.  Ubersetzung von uns: ,Das Wort L ist eines der machtigsten und héufigsten Worter in der
galicischen Sprache. Da es so haufig verwendet wird, ist es wichtig, seine vielféltigen Bedeu-
tungen und Verwendungen zu verstehen. In diesem lexikographischen Artikel werden wir
das Wort L im Galicischen untersuchen und seine vielfaltigen Bedeutungen, grammatika-
lischen Konstruktionen und Verwendungsbeispiele analysieren.”

15.  Ubersetzung von uns: ,Das Verb L ist aufgrund seiner Vielseitigkeit und Bedeutung in der
Kommunikation ein zentrales Element der galicischen Sprache. Seine Konjugation und sein
vielfaltiger Gebrauch machen es zu einem unverzichtbaren Werkzeug, um eine Vielzahl von
Handlungen, Ursachen und Zustianden auszudriicken. Es ist ein Wort, das iiber die Gram-
matik hinausgeht und fiir die Sprecher des Galicischen zu einem festen Bestandteil des tag-
lichen Lebens wird, was zum Reichtum und zur Vielfalt dieser Sprache beitragt.”

16. Ubersetzung von uns: ,Es ist eines der gebrauchlichsten und wichtigsten Verben in der gali-
cischen Sprache und spielt eine grundlegende Rolle in der Kommunikation und der Uber-
mittlung von Informationen.”

17.  Damit ist gemeint, dass das ChatGPT-System in jeder Sitzung auf einen anderen Daten-
abschnitt zurtickgreift, sodass die bereitgestellten Informationen von vorherigen abweichen
(konnen).

18. Im Falle der Lexikographlnnen geht es darum, wie bestimmte Inhalte lexikographisch ver-
mittelt werden konnen, wer der Adressat des Werkes sein wird, u.a. Dabei versucht man
neben computerbezogenen Fragen im lexikographischen Prozess (Miiller-Spitzer 2007: 17),
auch weitere, ,die darauf abzielen, diejenigen theoretischen, methodischen, terminolo-
gischen, historischen, dokumentarischen, didaktischen und kulturpadagogischen Fragen zu
beantworten” (Miiller-Spitzer 2007: 17).

19.  Die BenutzerInnen machen unterschiedliche kognitive Schritte bei einer Suchanfrage wie z.B.:
,,Was mochte ich konkret nachschlagen?”, ,,Wie gehe ich bei einer erfolglosen Suche vor?”, u.a.
Dabei stellen sie eine Hypothese oder Teilhypothesen im ganzen Verfahren auf (Dominguez
Vézquez und Valcarcel Riveiro 2015; Miiller-Spitzer et al. 2018).

20.  Fithrt man dennoch die Suchanfrage in einem intelligenten System aus, wird man damit kon-
frontiert, dass man nicht nur Informationen aus den Daten extrahieren sollte, sondern man
muss auch bewerten, inwiefern die gelieferte Information richtig ist. Benutzende sollten sich
dessen bewusst sein, dass die Informationen, die sie erhalten, nicht unbedingt richtig sein
miissen und dass sie zur Formulierung einer fundierten Antwort andere Ressourcen konsul-
tieren sollten.


https://chat.openai.com/share/c087e4f4-2069-4605-aead-268c9ea1cd47

http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1951 (Volle uitgawe / Full volume)
http://lexikos.journals.ac.za; https://doi.org/10.5788/34-1-1879 (Article)

74 Ivan Arias-Arias, Maria José Dominguez Vazquez und Carlos Valcarcel Riveiro

21.  Unter die Gruppe der Laien fallen beispielsweise Sprachlernende oder SchiilerInnen. Zur Gruppe
der Expertlnnen gehoren Lexikographlnnen, Spezialistinnen und zum Teil auch erfahrene
BenutzerInnen.
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