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Abstract

Heat transfer from the combustion chamber of a diesel engine is due to condaction, convection
and radiation, each componmt making a signfficant contribution to the total heat loss. The
main objective of this reseach was to develop a heat transfer model that included all three modes
of heat transfer and that wos more physically based than existing zero-dimensional models
thereby providing a more accurate foundation for evaluating the combustion and resulting
thermal stresses generated in direct injection diesel engines. Results from fired engine tests
showed that the model generated combined heat transfer rates that were credible not only on a
global basis but also in terms of point predictions in the combustion chamber.

Introduction

The gross heat loss to the coolant during combustion in
internai combustion engines normally lies in the range of
10-35% of the fuel energy and depends on engine type,
size, efficiency, load and speed |,21. Energy is lost from
the gases in the combustion chamber thus reducing the
amount of piston work and affecting engine perform-
ance. Gas temperatures are also affected and through
them combustion rate, emissions formation, knock and
other related factors. Further areas of importance are the
thermal loading of engine structural components and the
optimisation of engine cooling systems [3]. The researcher
involved in engine design, optimisation of engine per-
formance or investigations of alternative fuels therefore
requires a representation of the heat transfer processes
that will achieve an acceptable level of accuracy.

Heat losses from the combustion chamber occur as a
result of heat transfer from gases to the walls and of heat
conduction through the structure and to the coolant. It is
generally accepted that, given the correct bound ary con-
ditions, the heat conduction portion of the heat losses can
be calculated to any desired accuracy using finite element
models [3]. Gas-to-wall heat transfer correlations have to
rely on models for the processes taking place'in the com-
bustion chamber. These correlations in turn are used to
establish the bound ary conditions for the heat conduc-
tion calculations. Hence an accurate description of the
heat flux rates and their spatial and temporal variations
within the cylinder is very important.

Heat transfer from the gases to the walls is due both to
convection and radiation. In the past, greater emphasis
was placed on the convection component as radiation
was considered by some researchers to contribute a negli-
gible portion of the heat transfer. However, measure-
ments of time-averaged heat transfer indicated that 20-
40% of the total cylinder flux was due to radiation [4].

Heat transfer in the combustion chamber of a direct
injection diesel engine varies considerably on both a spa-
tial and temporal basis. Heat flux to the surface of the
chamber can vary from zero to as high as l0 MW lm'and

back to zero again in less than l0 ms while portions of a
surface only l0 cm apart can receive peak fluxes differing
by as much as 5 MW/m'141. The combination of substan-
tial variations in temperature and pressure of the contents
of the combustion chamber and the cyclic movement of
the piston leading to varying three-dimensional geometry
confronts the researcher with a complex problem.

The evaluation not only of engines but also different
fuels in terms of heat transfer effects has received rela-
tively scant attention. Callahan et Al. t5] selected heat
transfer models for ease of programming and adapta-
bility to a wide range of engine-fuel combinations. It
could be expected that convective and radiative heat
transfer rates with different huels in the same engine
would vary according to fluctuations in gas temperatures.
In addition fuel chemical and physical properties would
influence the radiative component in terms of soot forma-
tion during combustion. For instance an alcohol-based
fuel would cause relatively little radiative heat transfer
because of a tendency towards clean burning.

The main objective of this research was to develop a
heat transfer model that was less empirically based than
the existing zero-dimensional models in order to provide
a more accurate foundation for evaluating the combus-
tion and resulting thermal stresses generated by alterna-
tive fuels in diesel engines. Particular attention was paid
to the development of a spatial and temporal model of
convective heat transfer that was based on gas flow char-
acteristics. The complete model was formulated in such a
way that it could be applied with the aid of a micro-com-
puter. The response of the model to data from a motored
engine is described by Hansen [6]. This paper deals with
the verification of the model under fired engine condi-
tions.

The advantages of this approach to the modelling were
that subsequent heat release computations would be
more accurate than achieved with zero-dimensional mo-
dels and would reflect more closely the influences of com-
bustion chamber geometry with special reference to con-
vective heat transfer. In addition fairly accurate
bound ary conditions would be generated for structural
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calculations in finite element models, the results of which
depend critically on the applied thermal loads. The re-
vised model would still be. driven to a large extent by cyl-
inder pressure data and therefore would remain diagnos-
tic in nature.

Formulation of Model

A review of heat transfer and combustion models indicat-
ed that single zone models such as those of Eichelberg [7],
Annand t8l and Woschni [9J, although useful for basic
comparisons in diagnostic work, had certain limitations,
in particular the lack of spatial resolution, which preclud-
ed their successful use in thermal stress analysis, heat
transfer and emissions modelling. At the other end of the
scale the multi-dimensional models required computing
power beyond the micro-computer and were not necess-
arily more accurate than simpler modeh [a]. Therefore a
model was required which was somewhere between the
single zoneand multi-dimensional models and which pro-
vided some degree of spatial as well as temporal resol-
ution in terms of heat transfer. Zonal models made up of
carefully selected and tested submodels should provide a
level of accuracy which surpasses that of the global mo-
dels but which should still generate cost and time effective
solutions directly applicable to engineering problems.
Models such as those of Morel and Keribar [0] and Sze-
kely and Alkidas I l] were considered to be the closest in
meeting these requirements.

Basic Structure

The complete model developed in this study consisted of a
number of sub-models representing in-cylinder gas flow
processes, heat transfer and combustion. Figure I illus-
trates the structure of the model used to investigate fired
engine conditions. Details of the model applied under
motored engine conditions were presented by Hansen [6]
and therefore only a brief outline of the relevant sub-mo-
dels discussed by Hansen [6] is provided in this paper. For
the modelling of in-cylinder gas flow the combustion
chamber volume was divided into an inner cylindrical
volume and an outer annular volume shown schematical-
ly in Figure 2ll2,l3l. Also shown in Figure 2 are the six
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discrete surfaces making up the total surface area of the
combustion chamber as applied by Morel and Keribar
[0].

With reference to the model structure shown in Figure
I for fired engine conditions, the calculation procedure
for the convection heat transfer was the same as for the
motored engine case except for the input of a convective
temperature based on the combustion process. At each
crank angle between inlet valve closing (IVC) and exhaust
valve opening (EVO) the in-cylinder gas flow compon-
ents of squish, swirl and turbulence are employed in the
calculation of area-averaged resultant velocities at each
of the designated surfaces in the combustion chamber.
These velocities in conjunction with the gas properties of
the boundary layer determine the convective heat transfer
coefficients.

A sub-model of radiation heat transfer is included
which in turn requires the input of total emissivity, wall
temperature and a radiation temperature which is also
based on the combustion process. The total emissivity is
made up of two components resulting from gas radiation
and soot radiation respectively. The calculation of soot
emissivity requires the input of fuel properties. The com-
putation of wall temperature is performed with the aid of
a conduction model and an iterative procedure as for the
motored engine case.

The heat release model into which the convection and
radiation heat transfers were fed was adapted from an
existing heat release model so that a burnt products zone
and an unburnt zone were generated during the course of
combustion. The temperatures of each zone were then
used in the calculation of the convective and radiation
temperatures. The measured pressure was required in the
calculation of the bulk gas temperature and of the rate of
heat release.

Two-Zone Combustion Model

A quasi-dimensional burnt zone model based on the mo-
del formulated by Morel and Keribar [ 0] was developed
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Pressure and the gas constant were assumed to be
same throughout the cylinder.

Hence Rb - Ru : R,

and Pb:Pu-Pt
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for this analysis. An existing single zone model founded
on the Krieger-Borman equation that had been applied
by Faletti et al. U4l and Taylor [5] was modified to gen-
erate a burnt zone volume and to take into account the
flow-based convective heat transfer and radiation heat
transfer. The thermodynamic cycle code in this model
supplied the mass of the burned gases and the bulk gas
temperature. Then from the ideal gas law:

Po.Vo _ tlls.Ro.To (l)

Pu.Vu: mu.Ru.Tu ...... .................. ......... (2)

P,.V,: mr.R,.Tt..................... ............ (3)

whereP- pressure,kPa
V - volum€, ffi3
m : maSS, kg
R - gas constant, kJ/kg.K
T : temperature, K

subscriptb- burntzone
u - unburnt zone
t - total cylinder contents
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The fixed geometry of the burnt volume permitted the
calculation of the surface area at the interface between the
burnt and unburnt zones. This surface area, the tempera-
ture difference between the two zones and an adjustable
constant representing a gas-to-gas heat transfer coef-
ficient were used in the calculation of heat transfer from
the burnt to the unburnt zone. The constant was adjusted
so that the peak temperature of the burnt zone did not
exceed the adiabatic flame temperature.

The temperatures and masses of the burnt and unburnt
zones as well as the geometry of the burnt zone were used
in the calculation of the convective and radiation heat
transfer components. Following a similar procedure to
that of Morel and Keribar [0] a convective temperature,
T., was calculated for each of the regions shown in Figure
2.

In-Cylinder Gas Flow

The gas flow characteristics in the combustion chamber
of a direct injection (DI) diesel engine during the com-
pression and expansion strokes is governed primarily by
piston velocity, squish, swirl and turbulence intensity.
The variation of squish and swirl during the cycle is deter-
mined by the conservation of mass and angular momen-
tum. Turbulence intensity, which is more difficult to mo-
del accurately than squish or swirl, was computed from a
model of turbulence with its roots in the Navier-Stokes
equations. The area-averaged velocities were based on
contributions from piston motion, squish, swirl and tur-
bulence. The formulation and verification of these gas
flow models have been discussed in detail by Hansen
[ 6,17] and therefore are not covered any further.

Convective Heat transfer

The procedure used for determining the convective heat
transfer was similar to that of Morel and Keribar U0]
based on a model representing the effects of gas flow. The
starting point for this model was the instantaneous heat
flux equation:

q"(t,A) - h.(t,A).[T"s(t,A) T*(A)] ... (7)

where q.(t,A) - heat flux which varies as a function of
time and chamber wall

h.(t,A) - heat transfer coefficient which varies as

a function of time and chamber wall
T"r(t,A) - gas temperature outside the thermal

bound ary layer which varies as a function
of time and chamber wall

T*(A) - wall temperature which varies as a func-
tion of chamber wall but which remains
constant within each cycle, except for the
liner temperature.

The convective heat exchange between the gases in the
combustion chamber and the chamber walls was deter-
mined via Reynolds' analogy modified by Colburn.
Further details of this convective heat transfer model are
given by Hansen t6l.

the

(4)
(s)

From equations (l), (2) and (3) it can be shown that:

r'l:*t:t't*ll
D ,ffiu.Ru.Tu/Pu + mb.Rb.TbiPb.: t,'t )

Simplifying with equations (4) and (5):

Tt - (mu.Tu + mu.Tu) lm,
Hence Tb : (m,.T, mu.Tu/mo

Substituting for mu and re-arranging:

Tb - Tu + (T, T")/(mo/m) . (6)

The bulk gas temperature T, in equation (6) was obtained
from the thermodynamic cycle code. The temperature of
the unburnt zone Tu was generated from a sub-model re-

lying on the First Law of Thermodynarnics and taking
into account heat transfer from the burnt zone to the un-
burnt zone. The ratio of the instantaneous burnt mass of
gas to the total mass of gas in the cylinder, mu/m, was

determined by tracking the production of CO, specified
as one of the species in the gas mixture and comparing it
to the total mass of CO2that would have been generated
under stoichiometric conditions. The burnt volume Vb

could then be determined from equation (l).



N&O JOERNAAL VOL. 9, NR. I, 1993

Conductive Heat Transfer

The objective in formulating a conduction model was to
provide temperatures at each of the six designated sur-
faces in the combustion chamber that were of the right
order of magnitude and that were linked to the operating
conditions. The latter conditions included engine speed,
load, coolant and oil temperatures. However, it was also
important to provide a relatively simple model generating
an output with acceptable accuracy.

After studying published results of temperature distri-
butions in the combustion chamber components certain
guidelines were established for preparing a conduction
model. First of all the combustion chamber was divided
into the three main components of pistor, liner and cylin-
der head. The inlet and exhaust valves were treated as
being part of the head and the conditions in the head were
adjusted to account for temperature differences that
would have been caused by the valves and ports, particu-
larly the exhaust valves which is generally at a somewhat
higher temperature than the cylinder head. The heat
transfer through each of the three components was as-
sumed to be one-dimensional and steady state and was
represented by resistance networks. The resistance net-
work at each one of the six surfaces consisted of two ther-
mal resistances representing the gas-to-wall convection
resistance in the combustion chamber and the combined
conduction and convection resistance from the wall
through to either the coolant in the case of the liner and
head or the oil in the case of the piston. Further infor-
mation on this conductive heat transfer model was pre-
sented by Hansen [6].

Radiation Heat Transfer

The model for radiation was selected so that it would be
sufficiently complex so as to take into account fuel
properties and equivalence ratio but not so sophisticated
as to require substantial computations. A similar model
as applied by Callahan et al. [5] was used. This model was
based on work by Kunitomo et al. [8] subsequently
modified by Kamel and Watson U9l. The radiant heat
flux was calculated from the well established equation:

q.(t,A) - s(t).o.{[T,r(t,A)]o [T*(a)]o] (g)

where q,(t,A) - radiation heat flux which varies as a
function of crank angle and chamber
wall

s(0 - flame emissivity which varies as a

function of crank angle
o - Stefan-Boltzmann constant

T.s(t,A) : radiation temperature which varies
as a function of crank angle and
chamber wall

T*(A) - wall temperature as previously
defined.

There are two main sources of radiation in the combus-
tion chamber of a diesel engine, soot and certain gases.
The flame emissivity represents a combination of these
two components. By assuming that the total absorption
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coefficient was the sum of the absorption coefficients of
the gas and soot, Chang and Rhee t20l derived the
equation:

ts - l - (l s.).(l - sr) ...... ....... (9)

Non-luminous radiation from the combustion gases is
mainly due to emission contributions from the tri-
atomic molecules of carbon dioxide and water vapour.
The total gas emissivity can be calculated from the fol-
lowing approximation:

Callahan et al. [5] applied the equations put forward by
Kamel and Watson [ 9] for evaluating the gas emiss-
ivities. For a particular gas i:

t; - I - exp(-Ki.Pi.L) (ll)

where t; - emissivity of gas i
Ki - mean absorption coefficient of gas i
Pi - partial pressure of gas i
L _ mean radiation length.

The mean absorption coefficients for CO2 and HrO were
calculated using equations from Kamel and Watson [9]
which represented curve fits to graphs presented by Abu-
Romia and Tien l2ll. Callahan et al. [5] stated that these
equations were only valid for gas temperatures between
800 K and 1950 K:

K.o, : t,o2 - t,t t [#] . 0,4221#]' -
0.05368[ 

r' l'' Ll 0001

o.ro43[gl'' Ll 0001

The partial pressures of the gases at each crank angle in-
crement, Pi(O) were computed from the mass fraction of
fuel burned ,X(0), the molar fraction of the respective g&s,
yi@) and the total gas pressure P(0):

pr(o) : x(o).vi(9).P(o)

Callahan et al. t5] approximated the mean radiation
length using the definition proposed by Kunitomo et al.

[ 8]:

L- r.sV(P)' A(0)
where V(A) _ instantaneous volume

A(A) - instantaneous surface area of combus-
tion chamber
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The procedure used to calculate soot emissivity was the
same as developed by Kunitomo et al. U8] and applied by
Callahan et al. l5l. Soot emissivity at atmospheric press-
ure was related to gas emissivity at atmospheric pressure
which was obtained from the following equations of Ka-
mel and Watson [9]:

tco, : 0r7ll(p.o,.Lll001o'lll l$rll00)0's. ................ . (12)

rH,o _ 0,707(pH,e.L/100)0'u.(pr,o/100)0'' l(T rll00) ... (13)
where pco, and pH,o : partial pressures, kPa

L _ mean radiation length, m
Ts - bulk gas temperature, K.

The total gas emissivity at atmospheric pressure rsa was

calculated from equation (10). The soot emissivity at
room temperature was obtained from an empirical equa-
tion developed by Kunitomo et al. [8]:

tr" : t*"'( 0,09
t"'' O? 12 + 0,35s 0,3g

+ 6r8r 5r95) o..............o............. (14)
where z : specific gravity of the fuel

0, - effective excess air ratio.

Callahan et al.lllprovided a graph of the effective excess
air ratio versus specific gravity. They indicated that a sig-
nificant amount of data showed that the effective excess
air ratio was fairly insensitive to specific gravity and that
more data were required to verify the relationship at
higher specific gravities.

The soot emissivity at room temperature in
equation (14) was used to calculate a mean absorption
coefficient:

_l
Ko - l_.log(l - s.")

Kunitomo et al. [8] provided an empirical equation for
determining the mean absorption coefficient at a given
pressure:

Kr- "*'(#'
where P - total cylinder pressure, i.pu

m - 4,951(0" + 1,5) 0,25.

The soot emissivity at the given pressure was finally deter-
mined from the equation:

ts - I exp(-Krl)

The flame emissivity in equation (9) could therefore be
calculated from the gas and soot emissivities and substi-
tuted into equation (8) for computing the heat flux.

The radiation temperature in equation (8) has been re-
presented by researchers with values varying from the
adiabatic flame temperature to the bulk gas temperature.
The procedure used for this work was based on the model
applied by Morel and Keribar l22l in which the radiation
temperature T,, was linked to the average temperature of
the burned zone To. After the start of combustion up to
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the point of maximum temperature in the burned zone,
Tre : 0,9Tb. This was done by Morel and Keribar l22lto
account for the preferential radiant heat transfer from the
soot particles which were thus cooler than the surround-
ing burned gases. After the point of maximum tempera-
ture the radiation temperature was determined from an
equation similar to that used by Morel and Keribar l22l:

Tre:0,9[Tu,r"* * (To - To,^" .)(0 - 0^ *)l(flrno- 0,,,"*)] (15)

where T0,,o"* : maximum burnt temperature
0 _ instantaneous crank angle

0^ * : crank angle at To,r"*

?rno - crank angle at EVO

This form of equation was adopted by Morel and Keribar
l22l to account for the fact that due to the fourth power
temperature dependence of radiation the effective soot
radiating temperature was dominated by the actively
burning flame front, the temperature of which was higher
than the average of the burned zone. Temperature of the
burned zone was affected by the presence of burned-out
products and by air entrainment.

Equation (15) causes the radiation temperature to de-
crease almost linearly from the mdximum value to a value
close to the bulk gas temperature in accordance with the
variations in temperature predicted by Borman and
Nishiwaki [4]. This variation is illustrated in Figure 3 for
a load of 200 Nm at rated speed on an ADE 236 engine.
This relationship was chosen over that of Morel and Ker-
ibar l22l as the latter relied on a factor which was pro-
portional to the square of the ratio of burnt mass to total
mass. In the present model the ratio of burnt mass to total
mass does not reach a value of one thus causing the radi-
ation temperature at the tail end of combustion to be
higher than the bulk gas temperature. Nevertheless the
calculation of T,, in equation (15) is still linked to the
variation of To.

The same wall temperature values as for the convective
heat transfer calculation were applied in equation (8).
Hence the radiative heat transfer combined with the con-
vective heat transfer provided the total heat transfer to be
used in the calculation of fuel energy release rates.

280

\z 240
200 Nm

BULK GAS
RADIATION

IJ
E,

=F
u.
b.J
o-

L.J
F

20

16

120

80

40

540 550 580 400 420 440 460 480
CRAN K ANGLE

Flgure 3 Varlatlon ol radlatlon temperature wlth crank angle at an
englne load settlng ol 2fllNm at 22OO r/mln.



N&O JOERNAAL VOL. 9, NR. I, 1993

Equipment and Test Procedure

As the model was diagnostic in nature it was difficult to
rely on published data to verify the heat transfer predic-
tions without being able to generate the actual combus-
tion pressure conditions in the cylinder. Apart from mea-
surements of cylinder pressure, a heat flux probe was used
to monitor variations in surface temperature which were
then converted into heat flux. The probe and the data
processing techniques were developed by Taylor et al.l23l
and for this work remained the same except where
indicated.

The data were obtained from a four-cylinder naturally
aspirated ADE 236 engine. All the dimensions including
the piston crown-to-head clearance at TDC and the com-
pression ratio were based on actual measurements in the
engine. The engine was mounted on a test bed with a
conventional'cooling system. Air flow rate into the engine
was measured accurately with the aid of a parabolic ori-
fice at the air inlet in conjunction with a surge chamber to
eliminate pulsations. Steady state temperatures that were
measured on the engine included oil temperature, coolant
temperature, exhaust temperature and inlet air tempera-
ture, which was monitored close to the inlet valve.

The cylinder at the front of the engine opposite to the
flywheel was instrumented with a Kistler 612l pressure
transducer mounted flush with the cylinder head and situ-
ated just inside the piston bowl area as shown in Figure 4.
The heat flux probe was designed and developed by Tay-
lor et al.l23lin such a way that it could be installed in the
engine in place of the pressure transducer.
Injection timing was determined from the signal of a
needle lift transducer of the inductive type and crank ro-
tation was monitored with an optical shaft encoder at-
tached to the front of the engine and providing a TDC
reference and pulses at each half degree crank angle in-
crement. These pulses were used to trigger the data acqui-
sition system. Engine speed was determined from the fre-
quency of the TDC pulses.

A multi-channel data acquisition system described by
Hansen et al pal was used to monitor and record the
signals emanating from the range of transducers. The sys-
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tem provided a means of recording both high speed and
steady state variables as well as displaying, processing
and storing data.

A rigorous calibration procedure was performed be-
fore the test to ensure that the measurements were accu-
rate. Calibration checks were also carried out after the
test to isolate any change in the response -of the instru-
mentation. The engine was warrned up until the therrno-
stat for regulating the flow of the coolant had opened.

After noting ambient pressure and temperature, steady
state and high speed datawere recorded systematically at
a number of points within the torque-speed range of the
engine . Data were collected initially at the rate speed of
2200 r/min with the torque varying from zero to 200 Nm
in steps of 50 Nm. The load was then maintained at 200
Nm and the speed was reduced from 2200 r/min to 1400
r/min in steps of 200 r/min. By using this test pattern the
model could be checked for conditions of both varying
load and constant speed, and varying speed and constant
load. At each one of these test points a total of 90 con-
secutive cycles of high speed data were captured and aver-
aged in addition to the steady state data. Using the win-
dow facility of the data acquisition system, the high speed
data were captured only during the compression and ex-
pansion strokes.

The same test procedure was then repeated with the
heat flux probe installed. However, a total of 90 full cy-
cles, each consisting of two engine revolutions, were cap-
tured and avaraged at each engine setting along with the
steady state data.

Results and Discussion

In the final phase of modpl verification the combination
of the heat transfer models was examined under fired en-
gine conditions. The verification was approached via two
routes. The first route involved an analysis of the energy
balance taking into account the energy release from the
fuel and the heat transfer as compared to the energy input
from the fuel. This analysis therefore provided a means of
verifying the overall heat transfer from the combustion
chamber linked to the combustion of the fuel. The second
route was a comparison of the predicted and measured
heat transfer at the heat flux probe.

Before proceeding with the details of the energy bal-
ance it is pertinent to illustrate the relative contributions
of the convective and radiative heat transfers. Figure 5

shows the radiation, convection and total heat transfer
rates at rated speed and 200 Nm. The radiation heat
transfer forms close to 30o/o of the total heat transfer be-
tween IVC and EVO. This figure is in line with the predic-
tions of a number of researchers. In addition the relative
shapes of the curves in Figure 5 are in agreement with
published results. Hence it was concluded that the con-
vection and radiation heat transfer models were generat-
ing values that were of the right proportion and distri-
bution relative to crank angle.

The variable of particular relevance to the energy bal-
ance determined at each engine load and speed was the
percentage of fuel mass burnt. This percentage represent-
ed the ratio of calculated fuel mass accounted for by the
combustion model to the measured fuel mass injected
into the cylinder.
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Figure 4 A plan view of the position of the pressure transducer in
relation to the cylinder head, valves and piston bowl.
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Figure 5 The variation ol the radiation, convection and total heat
transter rates with crank angle at rated speed and 200 Nm.

At the constant load of 200 Nm and with varying speed
the percentage was between 98 and 99% for the speed
range of 1400 to 1800 r/min. This consistency close to
100% also indicated consistency in the prediction of heat
transfer with varying speed. It also indicated that practi-
cally all the heat transfer was represented by the models.
From 1800 to 2200 r/min the percentage decreased to 93,6
which, although relatively low, was still regarded as being
acceptable.
The variation of the percentage of fuel mass burnt with
load at constant speed was consistent for the torque range
of 150-200 Nm at approximately 94%. There was a slight
increase at 100 Nm to 95.4% and then a significant de-
crease to 9l% at 50 Nm. This latter decrease was attribut-
ed mainly to inconsistent combustion and irregular injec-
tion at the low load setting.

While the energy balance was selected as the most suit-
able method of evaluating the overall prediction of heat
transfer in this project, it was recognised that the tests had
been carried out in a four cylinder engine with combus-
tion being monitored in only one cylinder at the front of
the engine. Hence it was assumed that the fuel was equally
distributed among all four cylinders and that the indicat-
ed mean effective pressure generated in each cylinder was
equal. Differences in these variables between cylinders
could account for the variations in percentage of fuel
mass burnt at the different loads and speeds. However,
the energy balance still provided a useful verification of
the overall heat transfer. The objective of the project was
to provide a diagnostic model and therefore it should be
applicable to production engines such as the ADE 236
engine used in this project.

Verification of the predicted heat transfer with the heat
flux probe measurements was carried out with the result-
ant gas velocities at the probe site being specified as for
the motored engine heat transfer predictions. The soot
deposits caused by combustion had a significant influence
on the heat flux measured at the probe. Therefore it was
necess ary to take into account the attenuation of the heat
flux caused by the deposits. By comparing the heat flux
before the start of combustion with the motored engine
heat flux before and after the fire engine tests it was poss-
ible to establish the history of the soot deposition during
the fired engine tests.
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Figure 6 Variation of measured heat llur with crank angle for diflerent
loads and for a motored engine at 22OO r/min.

The effect of the soot deposition is best illustrated by
examining the heat fluxes at 2200 r/min which are pre-
sented in Figure 6.Included in Figure 6 arc the motored
engine heat fluxes before and after the fired engine tests.
It can be seen that the motored engine heat flux measured
before correlates well with the heat flux measured with
the engine idling at 2200 r/min. However, thereafter there
is a distinct attenuation of all the curves before the start of
combustion for the higher loads and in these cases the
motored engine heat flux measured after the fired engine
tests correlates well. This result implied that the initial
deposits of soot had a significant effect on the heat flux
but thereafter, assuming that further deposition did take
place, no further attenuation of the heat flux occurred.
The close correlation between the motored engine heat
flux after the fired engine tests and the portion of the heat
flux measured before the start of combustion at constant
load with varying speed also supported this observation.
The attenuation of the heat flux by the soot deposits was
counteracted by amplifying the heat flux measurements
so that acceptable agreement with the predicted heat flux
was achieved during the compression stroke. The predict-
ed heat flux was determined using the same resultant vel-
ocity as computed for the motored engine tests. The latter
predictions had been shown to correlate very closely with
the measured heat flux from the clean probe [6].

As the heat flux probe was positioned just inside the
bowl perimeter and therefore was exposed to the combus-
tion events in the piston bowl and to radiation from the
products of combustion it was necess ary to incorporate
radiation heat transfer into the total heat flux predicted at
the probe site. In this case the area-averaged radiation
heat transfer was used. In addition the convective tem-
perature computed for the inner volume was applied in
the calculation of convective heat transfer at the probe.
The wall temperature specified in these calculations was
the same as the average surface temperature measured at
the probe.

A comparison of the predicted and measured heat
fluxes can be made by examining Figure 7 .In each of the
graphs three curves are shown which represent the mea-
sured heat flux,,the predited heat flux computed with the
convective temperature for the inner volume and the pre-
dicted heat flux computed with the burnt zone tempera-
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Figure 7 The predicted and measured heat lluxes yarying with crank
angle lor four diflerent loads at rated speed.

ture. The graphs in Figure 7 which are for constant speed
and varying loads show some significant points of devi-
ation of the predicted values from the measured values.
The first point of deviation was the crank angle at which
the heat flux increased sharply as a result of the start of
combustion. At all test points the rise in the measured
heat flux was retarded compared to the predicted heat
flux. However, the initial rates of increase of flux for the
predicted and measured values were almost identical.

The second significant difference was the peak heat
flux reached. Again in all cases the model predicted a low-
er peak than the measured flux based on the convective
temperature. In addition the heat flux measured at 2200
r/min and 200 Nm exhibited a prominent narrow peak
followed by a second much smaller peak. Double peaks
were also exhibited in the fluxes measured at200 Nm with
varying speed as shown in Figure 8. Annand and Ma l25l
reported double peaks in their measurements of heat flux
and associated them with the premixed and diffusion
phases of combustion. Dent and Sulaim an 126l observed
the influences of the two stages of combustion in their
heat flux data as well.

An initial study of the present set of data suggested that
the two stages of combustion were responsible for both
peaks. However, a closer examination of the heat fluxes
measured at constant load and varying speed showed that
the first peaks were all occurring within the narrow range
of 362,5o to 365'CA. The positions of the peak rates of
heat release at the same speed for the same load varied
between 355'CA and 358"CA. The initial sharp rise in
measured heat flux at 1,400 r/min and 200 Nm was retar-
ded relative to the predicted rise in heat flux by less than
2,5"CA. At 2200 r/min and 200 Nm this retardation was
approximtely the same. Hence in these measurements it
was concluded that the first peak in the heat flux was not
directly linked to the premixed phase of combustion.

An investigation of the peak heat fluxes for the motore-
d engine tests at the same speeds for the clean probe indi-
cated that these peaks also fell within a narrow band of
363" and 365'CA which corresponded very closely to the
range observed for the first peak heat fluxes in the fired
engine tests. The following explanation is put forward for
the trends observed in the measured heat fluxes.

Fisure 8 rhe 
:frl5':lr?tt il"il,"ff,^#,iT3;""#ins 

w*h crank

Starting off with the load setting of 50 Nm at 2200 r/min,
injection timing was retarded and therefore start of com-
bustion was somewhat retarded. A single peak of heat
flux occurred which, taking into account the further re-
tardation of the rise in measured heat flux, coincided with
the end of the premixed phase and therefore with what
could be regarded as the maximum rate of diffusion com-
bustion. Increasing the load to 100 and 150 Nm resulted
in the same single peak in each case but with correspond-
ing increases in peak values. The peak heat flux at 150 Nm
took place just before 370"CA. Again these peaks corre-
sponded to the peaks in diffusion combustion rates.

4t2200 r/min and 200 Nm the start of combustion had
advanced sufficiently so that the heat flux started to rise
sharply after combustion just before TDC. This rise also
signified a substantial rise in cylinder pressure. The result
was that as the piston started its descent from TDC the
reverse squish that was generated was boosted further by
the hot, high pressure combustion gases flowing into the
cooler, low pressure zone sandwiched between the piston
crown and head. The boosted reverse squish then caused
an increase in the heat flux particularly in the case of the
measurements at the probe, which was situated at a point
in the head where the hot gases were likely to impinge as
they found their way from the piston bowl into the clear-
ance volume. The same reasoning could be applied to the
measured heat fluxes shown in Figure 8.

The differences in the crank angles at which the heat
fluxes began to rise after the start of combustion as well as
the differences in the predicted and measured peak heat
fluxes could be attributed partly to the location of the fuel
spray plumes. Annand and Ma l25land Van Gerpen et al.

l27l stated that the position of the fuel spray plume rela-
tive to the surface thermocouple could have a significant
effect on the measured heat flux.

An examination of the trajectories of the spray plumes
for the ADE 236 engine indicated that there was one
plume upstream of the probe relative to the direction of
swirl. Figure 9 illustrates the approximate positions of the
plumes compared to the head. The injection of fuel up-
stream of the probe would have meant that there would
have been a time delay before the fuel reached the vicinity
of the probe and also started burning. This factor was

-E/\SU|flCD 

AT ?tO3C

ffiTED TMI @TVECiIYI lT.
F*tucrED rmr lnfi zorat lfl?.

--PtEotcI@ 

wIIH COTaYECIm lErP.

-.-PttotctED 
f,I|il urnrr zo{E lErP.

200 210 2E0 320 360 ,r00 110
CRANK ANGLE

-EAttunfo 

AI rlol
--PtfoE?ED U|TH oottvEcrm TEIP.

PtcDE tD illr trlilr? zoirE lEP.

200 21O 2EO 520 360 /r0O $O
CRANK 

^NGI.E



30

INTAKE VALVE
RECESS

DGAUST VALVE
RECESS

PISTON CUP

PISTON INJECTOR

PI.AN'VIEW

F,sureffi","Tll"tff .:":t:::Tdpistonshowrnsthe
approrimate tralectories of the spray plumes.

regarded as the main cause of the delayed response of the
probe.
The effect of the position of the spray plumes highlighted
the heterogeneous form of the combustion and therefore
the localised differences in conditions in the combustion
chamber. These differences were also likely to apply to
the gas temperatures. It could be said that the tempera-
tures at the probe could vary from the unburntzone tem-
perature to the burnt zone temperature as combustion
took place. Therefore, for comparative purposes, the pre-
dicted heat flux based on the burnt zone temperature was
included in Figure 7 . At the lower loads of 50 and 100 Nm
and the rated speed it was possible that an intermediate
temperature between the convective temperature and the
burnt zone temperature would be applicable. At 150 Nm
even the predicted peak heat flux using the burnt zone
temperature fell slightly short of the measured peak heat
flux. Nevertheless there was better correspondence when
the burnt zone temperature was used.

The peak heat flux predicted by the burnt zone tem-
perature in Figure 7 remains approximately the same in
all four graphs in spite of the change in load. This results
is attributed to the temperature of the burnt zone increas-
ing rapidly after the start of combustion to a maximum
which is approximately the same as the adiabatic flame
temperature under stoichiometric conditions. The maxi-
mum temperature of the burnt zone in the premixed
phase and therefore the heat flux remain approximately
the same for the load range illustrated in Figure 7.

At 200 Nm and 2200 r/min as well as at the lower
speeds there was much closer agreement in the peak heat
fluxes taking into account the temperature range being
considered for the calculation of the predicted heat flux.
It was therefore concluded that, apart from the selection
of the appropriate gas temperature, the model was pro-
viding acceptable predictions of heat flux that were linked
to the gas flow characteristics.

The results show that, using fired engine data, the mo-
del generates heat transfer rates which can be defended
not only on a global basis where the heat transfer rates
through designated surfaces are averaged, but also in
terms of point predictions in the combustion chamber.
The results also highlight the considerable variation in
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heat transfer that can occur from one point in the
chamber to another. Such variations add considerable
weight to the objective of moving away from a zero-di-
mensional model to a quasi-dimensional type where some
predictions can be made on a more localised rather than
global basis. For this type of prediction the well estab-
lished global heat transfer models of Annand t8l and
Woschni [9] are inappropriate because of their formula-
tions and the variables upon which they are based with
particular reference to the heat transfer coefficients.

rn this phase or the -:J.l;tfftion process where the
combined heat transfer was examined, an energy balance
taking into account energy released from the fuel and
heat transfer showed that the model was providing ac-
ceptable predictions of the total heat transfer from the
combustion chamber.

Predictions of heat flux at the probe did not approach
the same level of agreement with measured heat flux as

achieved under motored engine conditions. Nevertheless
when compared to the correspondence of measured and
calculated heat flux published by researchers, the predic-
tions that were obtained were acceptable. The main cause
of the deviations of the predicted heat fluxes from the
measured values was localised variations in combustion
as a result of the positions of the fuel spray plumes rela-
tive to the measurement point. It was also concluded that
combustion affected the gas flow processes with particu-
lar reference to squish as the initial high rise in pressure at
the start of combustion which tended to occur shortly
before TDC created a substantial pressure differential be-
tween the piston bowl and the gas zone sandwiched be-
tween the piston crown and the cylinder head. The reverse
squish was therefore amplified considerably. The present
gas flow model did not include any terms that responded
directly to this phenomenon as the cylinder pressure was
assumed to be uniform throughout the cylinder. In
further research with this model it is recommended that
additional terms be introduced into the momentum flux
equations to account for the effects of injection and
combustion.
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