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Prediction of cotton yield in Kenya
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for describing agricultural efficiency

from different resource management
methods in the cotton-growing industry.
Selected cotton-growing cost factors were
used to design an artificial neural network
model to predict cotton yield in Kenya. This
neural network model was able to predict
cotton yield with a satisfactory performance
error of 0.204 kg/ha and a regression correla-
tion coefficient between network output and
actual yield of 0.945.

c OTTON YIELD IS ONE OF THE INDICATORS

Introduction

Cotton can be grown in all the eight
provinces of Kenya and especially in the
semi-arid regions where few other com-
mercial crops are viable. The Kenyan cot-
ton-processing industry has an installed
capacity of over 120 000 bales of cotton lint
per year, which is able to meet half of the
national demand for cotton products.
Kenya has consistently produced less
than 30 000 bales of cotton lint annually
since 1990, so the country is a netimporter
of the commodity, causing adverse strain
on its foreign exchange reserves.

Crop yield is one of the indicators for
describing agricultural efficiency arising
from different resource management
methods. The need to monitor cotton
yield in Kenya is essential, given that
cotton-growing and yields have under-
gone an unprecedented decline in the last
ten years. Cotton yield forecasts, a few
weeks before harvest time, can be of
strategic importance for advance trade
planning, in order to pre-empt national
cotton lint demand, and rationalize cotton
lint ginning and marketing. An effective
cotton yield model can also be useful for
analysis of factors that affect cotton agri-
culture in a region. The main factors that
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influence cotton yield are government
policies, crop husbandry methods and
cotton price.'” Crop husbandry methods
such as land preparation, the type and
quantity of fertilizers used, and weed and
pest control methods, have been reported
to have a primary influence on cotton
quality and yield.**

Cotton yield can be predicted using
satellite forecasting.”® This method makes
use of the latest technologies in surveil-
lance and data collection, and is set to
replace traditional means of crop predic-
tion. While prediction of cotton yield using
satellite forecasting is gaining popularity,
especially in the main cotton-producing
countries, there are other, less-affluent
countries where the cotton-growing in-
dustry struggles to survive, and a cheaper
yet effective forecasting method is still
needed. Such a method will serve as an
interim measure for a struggling cotton-
growing industry to rationalize itself and
achieve a requisite level of competitive-
ness.

Kenya, being mainly an agricultural
economy, has a well-established ministry
of agriculture, spreading its operations
over the entire country. The district
agricultural officers (DAOs), at district
level, are responsible for collection of
specific data pertaining to all agricultural
crops grown in their area. These data are
archived at district, provincial and national
levels. We have undertaken a study of the
data for cotton growing from 1996 to 2003.
The cost factors that influence cotton
growth, together with corresponding
yields have been used to predict cotton
yield by means of an artificial neural
network (ANN) model.

Materials and methods
Cotton-growing data were accessed
from district agricultural officers in all the

cotton-growing regions in Kenya. Data
volumes from a given cotton region corre-
lated with the amount of cotton grown
in that region. This ensured that the data
in hand were statistically representative
of the local industry. There are three
cotton-growing regions in the country:
eastern/central (e/c), coastal (c) and west-
ern (w). Their respective percentages of
cotton lint production for the eight years
from 1996 to 2003 were 54%, 15% and
31%. Corresponding records of data
collected from the eastern/central, coastal
and western regions were 39, 11 and 22,
respectively. The DAOs normally collect
cost factor data, crop yields and prices
that were paid for all the crops grownin a
given district. We identified a total of ten
cost factors within the archived cotton-
growing data. These cost factors are
ploughing (plo), harrowing (hr), seed cost
(sd), fertilizer cost (ft), planting (pla),
weeding (we), pesticide cost (pes), harvest-
ing (ha), transportation to the ginnery (tr),
as well as other miscellaneous expenses
(ot). These factors, together with the related
crop yields, form the main core of our
data, from which we correlated produc-
tion costs with crop yields using our
ANN yield prediction model. The aim in
designing the model was to create a
predictive tool for cotton yield before
harvest-time. Seven cost factors—plough-
ing, harrowing, seeds, fertilizers, planting,
weeding and pesticides—were selected,
being data that a DAO collects from the
farmers prior to harvest. The input and
output vectors were 72 X 7 and 72 X 1,
respectively. A back-propagation feed-
forward ANN, with one hidden layer was
used, and the number of neurons in the
hidden layer varied from 2 to 20 in steps of
two. The performance of the ANN was
assessed using root mean squared error
(RMSE),’ defined in Equation (1), where N
is the number of input-output pairs, y is
the cotton yield and 7 is the ANN output
(predicted cotton yield). RMSE has the
same units as the factor being predicted.

1 .
RMSE = \/m ¢
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Fig. 1. Contribution of cost factors to the cost of
growing cotton lint in Kenya.

Whereas RMSE can be used to measure
the performance of an ANN, it is also
useful to investigate the network re-
sponse in more detail.'” One option is to
perform a regression analysis between
the network response () and the corre-
sponding targets (y). In this investigation
we have performed a regression between
yand (i) and report the correlation coeffi-
cient (R-value) between the outputs and
targets.

Results and discussion

Cost factors. The contribution of the cost
factors to the cost of growing cotton lintin
Kenya during the study period is given in
Fig. 1. The four biggest cost items are
weeding (we), harvesting (ha), ploughing
(plo) and pesticides (pes). Ploughing and
harrowing are land preparation, their
combined contribution being 23%, mak-
ing land preparation the largest cost com-
ponent in the Kenyan cotton-growing
industry.

The cost factors for the three cotton-
growing regions in Kenya are given in

Table 1. Performance of cotton yield prediction
algorithm.

No. of RMSE R-value
neurons
2 0.437 0.859
4 0.368 0.884
6 0.327 0.899
8 0.321 0.905
10 0.286 0.917
12 0.204 0.945
14 0.188 0.908
16 0.199 0.886
18 0.117 0.878
20 0.118 0.868
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Fig. 2. Cost factors for cotton-growing in Kenya (1US$ = 70 Kes). Key: Plo, ploughing; Hr, harrowing; Sd, cost of
seed; Ft, cost of fertilizer; Pla, planting; We, weeding; Pes, pesticide cost; Ha, harvesting; Tr, transportation;
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Fig. 3. Cotton yield in Kenya between 1996 and 2003, according to the three main growing regions:

e/c, eastern/central; ¢, coastal; and w, western.

Fig. 2. From the yields, illustrated in Fig. 3,
it can be inferred that the eastern/central
region is comparatively better at optimiz-
ing cost factors to generate higher yields.
The western region has low costs, but
with low cotton yield, whereas the coastal
region features as a highly variable aver-
age performer, when compared with the
two other regions.

Prediction of cotton yield. Table 1 gives the
performance of the cotton yield predic-
tion ANN model. The optimum ANN has
12 neurons and can predict cotton
yield with a favourable error (RMSE) of
0.204 kg/ha. The regression correlation
coefficient between the predicted and
actual yield is 0.945. This deems the model
to be a reliable tool for the purposes that
have been discussed.
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