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INTRODUCTION
The selection of an appropriate statistical method primarily 
hinges on the research data’s characteristics and the foun-
dational assumptions. Broadly, statistical techniques are 
classified into parametric and non-parametric methods.
(1,2) Parametric tests are preferred for their higher sta-
tistical power, as they can better detect effects when pres-
ent. These tests require data to meet specific assumptions, 
including a normal distribution and measurement on inter-
val or ratio scales.(1) Conversely, non-parametric tests offer 
flexibility when these assumptions are unmet, making them 
applicable to a broader range of data types. Non-parametric 
statistical tests do not require the data to follow a specific 
distribution, making them suitable for ordinal, nominal, or 
non-normally distributed continuous data.(1)

PARAMETRIC STATISTICS: COMPARING MEANS
One sample t-test
The One-Sample t-test is employed when comparing the 
mean of a single sample to a known value or population mean.
(3,4) For example, a researcher might examine whether the 
average score of a group significantly deviates from a bench-
mark value, such as an average test score of 50. This test is 
ideal when the data is normally distributed, continuous and 
the sample is randomly drawn from the population.(4,5)

Independent Samples t-test
The Independent Samples t-test compares the means of two 
groups, such as males and females, to assess whether a statis-
tically significant difference exists between them.(2,4,5) This 
test commonly applies in research involving continuous vari-
ables such as height, weight, or age. The key assumptions here 
include normally distributed data, homogeneity of variances, 
and the independence of the groups being compared.(4,5)

Paired Samples t-test
The Paired Samples t-test compares means from the same 
group at different times or under two different conditions, 

such as pre-and post-intervention scores.(4,5) This test is 
used when the same participants are measured more than 
once, assuming normality and that the data is continuous.
(4) A statistically significant result indicates a significant 
change or difference between the two measurements (e.g., 
pre- and post-intervention). 

One-Way Between-Groups ANOVA
The One-Way Between-Groups ANOVA extends this com-
parison to three or more independent groups, making it suita-
ble for studies that compare the effects of different conditions 
or groups, such as comparing performance across different 
teaching methods.(4) This test assumes normally distributed 
data, homogeneity of variances, and independent groups, 
much like the t-test, but allows for more complex compari-
sons. If the p-value is statistically significant, it suggests that 
at least one group’s mean differs significantly from the oth-
ers, and, as a result, post-hoc tests should be interpreted to 
explore the mean differences among the groups compared. 

PARAMETRIC STATISTICS: RELATIONSHIPS AND 
PREDICTIONS
Bivariate correlation
Bivariate correlation measures the strength and direction 
of the linear relationship between two continuous varia-
bles, such as the relationship between height and weight.
(4) It assumes that the data is normally distributed, the 
relationship between variables is linear, and the data exhib-
its homoscedasticity, where the variance of one variable is 
similar across all values of the other. When interpreting the 
results of bivariate correlation, the strength and direction 
of the relationship between two continuous variables are 
assessed using the correlation coefficient (r). The values of r 
range from -1 to 1, where a value of 0 indicates no relation-
ship, values approaching 1 indicate a strong positive rela-
tionship and values nearing -1 indicate a strong negative 
relationship. A significant p-value (p < 0.05) suggests that 
the observed relationship is statistically significant.
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indicate whether those items consistently assess job satis-
faction. A Cronbach alpha of 0.7 or higher is acceptable.
(4,9) If Cronbach’s alpha is below the acceptable threshold, 
it may be necessary to remove certain items to raise the 
alpha to a satisfactory level.

NON-PARAMETRIC STATISTICS: COMPARING 
MEANS
Mann-Whitney U Test
The Mann-Whitney U Test compares two independent 
groups when the data is ordinal or not normally distrib-
uted.(4,10) It is compatible with independent samples and 
is a non-parametric alternative to the independent t-test.
(4) It assesses whether there is a significant difference 
between the groups by comparing the mean ranks of the 
two groups rather than the actual data points. 

Kruskal-Wallis ANOVA Test
The Kruskal-Wallis ANOVA Test compares three or more 
independent groups on an ordinal or continuous non-nor-
mally distributed variable.(4,11) Like the Mann-Whitney 
test, it uses mean ranks to assess group differences. The 
Kruskal-Wallis ANOVA Test is compatible with independ-
ent samples and is a non-parametric alternative to one-way 
ANOVA.(12,13) A significant result suggests that at least 
one group is different from the others, and post-hoc analysis 
is necessary to determine where these differences are. 

NON-PARAMETRIC STATISTICS: ASSOCIATIONS 
AND RELATIONSHIPS 
Chi-square tests 
The Chi-Square Test is a non-parametric test used to deter-
mine whether an association exists between two categorical 
variables.(14,15) For instance, it can be used to test if there 
is a significant association between gender and voting pref-
erence (e.g., yes/no responses). This test suits categorical 
data, where both variables are measured at the nominal or 
ordinal level.(4) It is crucial to ensure that each observation 
is independent, and there should be an expected frequency 
of at least 5% in each contingency table cell.(5)

Spearman Rho
The Spearman Rho is a non-parametric test that measures 
the strength and direction of the association between two 
ranked or ordinal variables.(4,14) Unlike Pearson correlation, 
Spearman’s correlation does not assume a linear relationship 
but instead looks for a monotonic relationship between the 
variables.(16) The strength of the relationship is represented 
by Spearman’s rho, which ranges from −1 to 1. 

Logistic regression
Logistic regression is used to predict the probability of a 
binary outcome based on one or more predictor variables.

Multiple regression
Multiple regression extends this analysis by examining 
the relationship between one dependent variable and two 
or more independent variables. For example, it can assess 
how income and education level predict spending hab-
its. This method requires continuous or categorical inde-
pendent variables and continuous dependent variables. 
Multiple regression assumes linearity, independence of 
errors, homoscedasticity, no multicollinearity among the 
independent variables, and that the data follows a normal 
distribution. The Mahalanobis distance is also checked 
to identify any multivariate outliers.(4,6) The primary 
result is the R² value, which reflects the extent to which 
the independent variables account for the variation in the 
dependent variable. Additionally, individual beta coeffi-
cients (β) are analysed to understand the specific contribu-
tion of each independent variable.(4) 

Hierarchical multiple regression
Hierarchical multiple regression involves entering inde-
pendent variables into the equation in steps based on theo-
retical justification.(4) Hierarchical regression, like multiple 
regression, requires that the same assumptions be inspected 
and requires careful sequencing of variable entry to evaluate 
incremental predictive power.(4,6) Interpretation involves 
comparing the R² values between models to determine if 
the added variables significantly improve the prediction. 
The change in R² is important to determine if additional 
variables significantly contribute beyond those already 
entered in previous steps and should include a discussion 
on the theoretical or practical rationale for adding variables 
in a particular sequence.(4)

NON-PARAMETRIC STATISTICAL ANALYSIS
Factorial analysis
Exploratory Factorial Analysis (EFA) is designed to 
uncover the underlying structure of a set of variables by 
grouping them into factors based on their correlations.(4,7) 
The main goal is to identify latent variables that explain the 
observed relationships among measured variables.(7) By 
doing so, it reduces the dimensionality of the data, mak-
ing it easier to interpret complex relationships. The overall 
sample should be large enough for each variable to provide 
sufficient observations to detect meaningful patterns and 
relationships among the variables. Yong and Pearce (7) pro-
vide further insights on determining if data is suitable for 
exploratory factorial analysis.(4,7)

Inter-item reliability
Inter-item reliability measures the consistency of items 
within a test, survey, or scale. It assesses whether multiple 
items that measure the same construct produce consist-
ent results.(4,8) For instance, if a survey contains several 
items to gauge job satisfaction, inter-item reliability would 
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The Tarone-Ware test is like the log-rank and Breslow tests 
but gives intermediate weight to events occurring early and 
late in the study.(28)

Cox proportional regression
Other variables may influence survival times, and regres-
sion models for survival data can be used to assess the 
influence of covariates on survival times.(25) The Cox 
proportional hazard model (CPHM) is a semiparametric 
regression model to assess the association between multi-
ple covariates simultaneously.(25–27) While there are no 
set limits on the number of covariates that can be elected, 
the aims and objectives of the study must be considered. 
The CPHM is relative in that it assumes that the influence 
of covariates has an additional effect on the hazard ratio, 
which implies that, in interpretation, there will be a corre-
sponding increase in the hazard for every one-unit increase 
in the covariates.(25)

In Cox proportional hazards regression, time represents 
the duration until an event occurs, serving as the depend-
ent variable. The group is a categorical variable that allows 
comparison of different categories (e.g., treatment vs. con-
trol), estimating hazard ratios to understand relative risks. 
An event is a binary indicator showing if the event happened 
(1) or was censored (0). This allows the model to differenti-
ate between completed and censored observations and assess 
predictors’ effects on the time to event. A negative regression 
coefficient suggests that as the predictor variable increases, 
there is a corresponding reduction in the hazard, indicating a 
lower likelihood of the event occurring. Conversely, a positive 
coefficient indicates reduced survival times until the event. 

CONCLUSION 
Parametric and non-parametric statistical techniques are 
versatile tools that can be applied across various quantita-
tive studies in health sciences research. The choice between 
these techniques depends on the research questions, the 
nature of the data, and the underlying assumptions of the 
statistical methods. Selecting the most appropriate tech-
nique ensures that the analysis accurately reflects the data 
and effectively answers the research questions posed.
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(17,18) This analysis is appropriate when the dependent 
variable is binary (e.g., yes/no) and the independent var-
iables are either continuous or categorical.(4) Logistic 
regression does not require the assumption of normality, 
but it assumes linearity between the independent variables 
and the log odds of the dependent variable. An OR greater 
than one indicates higher odds of the event occurring, 
while an OR less than one suggests lower odds. Confidence 
intervals for the ORs should also be reported to show the 
precision of the estimates.(4) In logistic regression, assess-
ing model fit and predictive power is crucial to ensure 
reliable outcomes. Several tests are commonly used to eval-
uate these aspects, such as the Hosmer-Lemeshow test to 
examine the goodness-of-fit, the Nagelkerke R² to assess 
the model’s explanatory power, and the Omnibus Test of 
Model Coefficients to evaluate whether the logistic regres-
sion model significantly improves predictive accuracy com-
pared to a baseline model without predictors.(19,20,23,24) 
A classification table further assesses predictive accuracy by 
comparing predicted and actual outcomes, reporting the 
percentage of correct classifications.(4)

NON-PARAMETRIC STATISTICS:  
TIME TO EVENT ANALYSIS
Survival analysis
Survival analysis is a statistical method used to analyse the 
time until an event of interest occurs, often referred to as 
time-to-event analysis.(25,26) Survival analysis is unique 
because it accommodates censored data—instances where 
the event has not occurred by the end of the study period. It 
is essential to distinguish between right and left censoring 
in survival analysis. The former occurs when the event of 
interest has not happened by the end of the study, and the 
latter happens when the event has already occurred before 
the study begins, but the exact timing is unclear.(25,27) 
Additional types of censoring that should be explored, 
applying to event timing and study designs, are described 
by Kartsonaki (25) and Emmert-Streib and Dehmer.(26)
In survival analysis, the survival function and hazard func-
tion are critically important. The survival function repre-
sents the probability that participants will survive beyond 
a specific point in time.(27) The hazard function describes 
the rate at which the event of interest occurs over time, pro-
viding insights into the likelihood of the event happening 
at any given moment.(27) To interpret the survival analy-
sis results, survival curves such as Kaplan-Meier plots are 
helpful to visualise survival probabilities over time, and the 
statistics used (log-rank, Breslow, and Tarone-Ware tests) 
compare survival distributions between different groups.
(28) The log-rank test compares survival distributions 
between groups. It gives equal weight to events occur-
ring at all time points.(28) The Breslow test, also known 
as the generalized Wilcoxon test, compares survival curves 
between groups but gives more weight to early events.(28) 
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